**THE DIGITAL MIND**

**HOW SCIENCE IS REDEFINING HUMANITY**

![C:\Users\ANITAC~1\AppData\Local\Temp\FineReader12.00\media\image1.png](data:image/png;base64,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)***The Master Algorithm***

**THE MIT PRESS**

**Massachusetts Institute of Technology Cambridge, Massachusetts 02142** <http://mitpress.mit.edu> **978-0-262-53523-6**

**Cover image: photography of** tail **ships in Lisbon,**

IGITAL

IND

![C:\Users\ANITAC~1\AppData\Local\Temp\FineReader12.00\media\image2.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGMAAABMAQAAAABRujTbAAAACXBIWXMAABcSAAAXEgFnn9JSAAACBklEQVQ4jU1SQW7bMBAcMlRA8aQE8tmykQKuP2HCcIE2Jzmwz/4KU/jg5uQAydms0QKqP9E8Jf1Bjz0UcXYpUZJuo5ndnVkuzn8RPmmA36hRBrWE2dRIaIGiVAdGivDciY8YNhyEze7uGwRc/9j9yhtU4Dus1bPIQc+/mAZNUCw8fKOkcboUtu1ytB4Ph+hl4aR5bLxAjBYYXQZOwEp39EDLkbhIY5cC+c3dU0yER301SUn5j3wACyXXOXH/Obgq0mz6jerOLwIJNVED7nmuXVtoR67fINSNwpZWwErLefA5n64YvQalfxBTQm+uKcyfQx3G1EI7jA88gRmaIdHUZTC0w1HskgEnJRmR7Rz4MFhiFpAUJXbwp03NwUMZUTLnue7TLVAxx9OL8RYyOzRogHIdnAU0xbH6+lwjRzu7Wt3SG4UECnuY03ZY+8dEe6ztLBwHbbdcJZcychLCaMqQIX4u+GzE2sZ8e7bjAqLsVgRtuzM2YIdxL+TA9ThPpxe3JFCaWsmcdFWvi4LV2IUudJ+GxKLlEv6x694IScelbLXqurDxbgLfU+eMoI9IoriQ/Qy0m06ZQUwiMvcFWtdOITPO99KKrk7Dy352PtKe8rre7gufdfg2vS42cK81p/eRs+ENxSb2tIWfl+2Efal+Il5kov10mbbKVfZUnZj7Q2FtZcrlYPYOlbAJZgyyHHcAAAAASUVORK5CYII=)**w** SCIENCE IS DEFINING HUMANITY

OLIVEIRA

First MIT Press paperback edition, 2018 © 2017 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any electronic or mechanical means (including photocopying, recording, or information storage and retrieval) without permission in writing from the publisher.

Set in Stone Sans and Stone Serif by Toppan Best-set Premedia Limited. Printed and bound in the United States of America.

Library of Congress Cataloging-in-Publication Data

Names: Oliveira, Arlindo L., author.

Title: The digital mind : how science is redefining humanity / Arlindo Oliveira. Description: Cambridge, MA : MIT Press, [2017] | Includes bibliographical references and index.

Identifiers: LCCN 2016033656 | ISBN 9780262036030 (hardcover : alk. paper) |

ISBN 9780262535236 (pbk. : alk. paper)

Subjects: LCSH: Artificial intelligence. | Cognitive science-History. | Brain-Computer simulation.

Classification: LCC Q335 .045 2017 | DDC 006.3-dc23 LC record available at <https://lccn.loc.gov/2016033656>

10 9876543

![C:\Users\ANITAC~1\AppData\Local\Temp\FineReader12.00\media\image3.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAATYAQAAAABBrWj3AAAACXBIWXMAABcSAAAXEgFnn9JSAAAAkklEQVRoge3WSwqAIBSFYXfW1lxaS3EJDR1IRDRpcDneXlj5N/k4JyNI1EJYryE4KBsztMWcBzU5ZyeuWEmV0CdZlPloCQDvRK1ix5YA3+bi/wQAvAVzaauRKql9AlphHsKOE71Lpt+R6qkvxnpSJQAAADxIslISI/33VPK/3fHc4fLiVwLom3hLGW8pAVoT9mkB2gpQxGxty1gAAAAASUVORK5CYII=)

to Ana Teresa

Contents

Foreword by Jonas Almeida xi Preface xv Acknowledgments xxi

1. The Red Queen's Race 1

Everything Is Connected 1 Old Dogs, New Tricks 3

From Computers and Algorithms to Cells and Neurons

1. The Exponential Nature of Technology 11 Prehistoric Technologies 11

The First Two Industrial Revolutions 14

The Third Industrial Revolution 15

The Surprising Properties of Exponential Trends 19

A Generation Born with the Computer Age 25

1. From Maxwell to the Internet 27 Four Equations That Changed the World 27 The Century of Physics 33

Transistors, Chips, and Microprocessors 36 The Rise of the Internet 47 The Digital Economy 49

1. The Universal Machine 55 The Analytical Engine 55

Turing Machines and Computers 59 Computability and the Paradoxes of Infinity 63 Algorithms and Complexity 73 The Church-Turing Thesis 83

1. The Quest For Intelligent Machines 87

Artificial Intelligence 87

Learning from the Past 94

Perceptrons and Artificial Neural Networks 103

The Formula of Reverend Bayes 110

Brains, Statistics, and Learning 115

1. Cells, Bodies, and Brains 117 The Ultimate Algorithm 117 Cells and Genomes 126

Bodies and Brains 137

1. Biology Meets Computation 143 Sequencing the Genome 143 Biological Networks 151 Emulating Life 155

Digital Animals 160 Synthetic Biology 163

1. How the Brain Works 167 How Neurons Work 169

The Brain's Structure and Organization 177

Brain Development 182

Plasticity, Learning, and Memory 185

1. Understanding the Brain 191 Looking Inside 193

Brain Networks 209 Slicing and Dicing 211 Brain Simulation 214

1. Brains, Minds, and Machines 219 Synthetic Intelligences 223 Neuromorphic Intelligent Systems 232 Whole-Brain Emulation 235

The Riddle of Consciousness 243

1. Challenges and Promises 253 Civil Rights 253

Originals, Copies, and Duplicates 256

Time Travel, Backups, and Rollbacks 261

Living in Virtual Reality 265

Personality Surgery and Other Improvements 269

1. Speculations 273

The Technological Singularity 273 Through the Singularity, Dead or Alive 278 The Dangers of Super-Intelligences 280 Where Is Everybody? 282

Further Reading 287 References 293 Index 309

Foreword

Computers are as inert in their physical form as they are useless as thinking machines. Or so we might have thought a long time ago. Never the author of this book, however. For many years, decades now, he has been known to derail perfectly balanced conversations to point out signs that the same natural processes that drive the evolution of living systems are taking resi­dence in the new digital realms. As time went by, the signs became more momentous and the outcome more strangely wonderful. Those who were startled by one of these derailed conversations (as I was) will, ever after, yearn for more. After all, Arlindo should know. His distinguished academic career straddles the whole gamut, from circuit design to machine learning, and increasingly so in a biological context. It is therefore not a surprise that he has a lot to say about the future of thinking machines. But, as the reader of this book will discover, there is more here—a lot more.

As a student in computer science at Berkeley, Arlindo also completed a minor in neurosciences. At some point I congratulated him for the fore­sight of what looked to me like a solid interdisciplinary foundation for his subsequent achievements. He characteristically dismissed this minor as a "not very useful" impulse of his youth. Indeed, even then, he already had questions about digital minds that would just not go away. The answers about cognition he got then simply did not compute, quite literally. As you will find throughout this volume, the author is happy to speculate, but always within clear sight of computable explanations and historic context. And I don't mean just computable in principle, there has to be a trail back to the component circuitry. As a biologist, this compulsion is familiar territory. The understanding of complex processes invariably includes components at multiple scales, from genes, to cells and all the

way to ecosystems. The same systemic discipline guides this voyage toward digital minds. Artful storytelling alone does not cut it. It would be "not very useful."

So we now find ourselves upheaved by a digital storm that pervades everything we sense and do. The new gadgetry, and the cloud that supports it, confine how we communicate as much as they expand how broadly we reach. More importantly, in our more mindful moments, this digital machinery enables us to see previously unfathomed horizons. The neuro­sciences now have a lot more to say about how our minds compute, by anticipating sensorial input with a mixture of innate and experientially learned models. And as one would expect, thinking about sensing the sen­sor strains our minds just as recursion challenges our digital machines. The boundaries between organic and inorganic are clearly no longer as divisive when it comes to mindful computation. These are the moments when one looks for these conversations with Arlindo, once more, maybe with the pretext of a game of Chess or Go (don't hold your hopes too high!). These are the questions he has been probing and practicing for decades in the computational realm. He should write a book about it. ...

The last paragraph could have been a good ending for my foreword. However, this book has two surprising final chapters about what we are get­ting ourselves into. They go one step beyond what digital consciousness may be and how inevitably the process will unfold. This book is organized chronologically, as a novel, so I should not spoil the ending here. As in any good book, along the way we collect answers to our own questions, not just the author's. I, for one, couldn't resist seeing the emergence of digital crea­tures, and of digital minds, as part of the same homeostatic drive that pro­pels biological evolution into ever more complex constructs. What better way to build digital machines that can handle the vagaries of a complex world than to have them also able to think it over. Digital or not, minds may just be the inevitable outcome, as the book explains. The physicist may instead be tempted to see symptoms of the informational nature of more atomic vehicles. Either way, our digital present looks ever more as the seed to a more mindful digital future.

One last word, this time of caution. If you have teenagers at home, make sure to finish the book before revealing its existence to the rest of the fam­ily. In more ways than we may be comfortable with, this book was really written for a new generation. If my own children offer some guidance, they may find in this volume the missing explanation for how we got them into this ever digitizing predicament. In that case, they will be as perplexed as we are about how oblivious we have been to the strangely wonderful and inevitable outcome. In other words, you may have trouble getting the book back. Maybe tell them there is a blog too.

Jonas Almeida
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Preface

The seemingly disparate subjects of computer science, biology, and neuro­science have always fascinated me and, in one way or another, have always influenced my life and career choices. The attentive reader will notice that this book is, mainly, a collage of many ideas about these subjects—ideas I have encountered during the past three decades. The majority of these ideas come from the many talented writers, scientists, and philosophers I have met, sometimes in person but mostly through their works.

The book is somewhat redundant in a way; to understand the topics covered, you could go directly to the original sources. Nonetheless, I believe not many people have walked through life exactly the way I have, and have not had the opportunity I have had to encounter some of these fascinating places, thinkers, and concepts.

I became attracted to math and science early in my life. I always wanted to know how things worked, and studying science looked like an easy way to make a living doing exactly what I wanted to do. As a young boy, 1 was fascinated by science. I spent years playing with chemistry sets. The concept of a "safe chemistry set” had not yet been invented, and my days were spent concocting new ways to combine chemicals in order to obtain explosive or otherwise dangerous combinations. Flasks, test tubes, beakers, and other chemical apparatus would break, collapse, explode, or simply be made useless by our unguided and exploratory approach to chemistry, but the process provided me and my friends with an endless source of recre­ation. Furthermore, it looked like science to us.

A few years later, after buying some books and magazines devoted to do-it-yourself electronics, I assembled my first electronic circuits by the blind and laborious process of painstakingly buying individual electronic components and awmWinn >

incomprehensible diagrams drawn by people who, unlike me, knew what they were doing.

In the late 1970s, it became possible to acquire a very primitive version of a personal computer. After acquiring a few even more primitive machines,

I became the proud owner of a Sinclair ZX Spectrum. The ZX Spectrum, a small personal computer with 48 kilobytes of memory and an integrated keyboard, was a prodigy of the technology at the time. It used a television set as a display. It could be programmed in a dialect of the Basic program­ming language. It had no permanent memory, and any new program had to be saved to tape on a standard tape recorder. As often as not, depending on the quality of the tape and that of the recorder, I would fail to recover the saved program, but that didn't deter me from spending my days programming it. Working with the ZX Spectrum was my introduction to programming, and I was hooked on computers for life.

After studying electrical engineering at Tecnico in Lisbon, I specialized in digital circuit design, a field that was in its infancy at the time and that developed in close parallel with many other communication and informa­tion technologies. In particular, I worked on very-large-scale integration (VLSI) circuits, a general term that is applied to integrated circuits with many devices. Linder the auspices of a very influential scientist and politi­cian, Jose Mariano Gago, Portugal had just signed an agreement with the European Organization for Nuclear Research (CERN). That agreement pro­vided me with an opportunity to spend a summer internship in Geneva. There, at CERN, I tested my programming skills on the equipment that controlled the high-energy particle beams used for experiments in particle physics and was able to share in the unique enthusiasm of the physics community that was searching for the laws that govern the universe. My passion for particle physics was only made stronger by that summer in Geneva.

After my stint at CERN, I felt a need to be closer to the action in the rapidly moving field of digital circuits. I applied to, and was accepted at, the University of California at Berkeley, an institution that excelled in the development of new tools, circuits, and technologies for designing inte­grated circuits. There I made contact with a whole new world of techniques for designing integrated circuits, many of them developed in the Computer Aided Design (CAD) group then led by Alberto Sangiovanni-Vincentelli (my advisor), Robert Brayton, and Richard Newton. But Berkeley, a school

with so many top people in so many fields, made it possible for me to become familiar with a number of other areas that had been relatively unknown to me. Two of these areas fascinated me and defined my future interests: algorithms and neuroscience.

I learned algorithms at Berkeley with Richard Karp, one of the founding fathers of algorithms and complexity theory. Creating algorithms that could be used in designing integrated circuits was the mission of the Berke­ley CAD group. Designers of integrated circuits use algorithms to create, verify, simulate, place, and connect the transistors, the working units of all electronic gadgets. Without those complex algorithms, none of today's integrated circuits could have been designed and fabricated.

At Berkeley, I also had the chance to learn about another field that soon would have many connections with algorithms and computers: neurosci­ence. I took a minor in neuroscience and managed to learn just enough about evolution, neurons, and brains to squeeze by, but the little I learned was enough to make neuroscience another passion of mine. A number of computer scientists had begun to develop algorithms with which to process biological data, a field that would become later known as bioinformatics. Because of my interests, developing algorithms to address biological prob­lems was an obvious choice for me. Over the years, I was able to make some contributions in that field.

Recently I had an opportunity to review proposals in the scope of the Human Brain Project. The proposals covered many fields, from brain simulation to bioinformatics and brain therapy, and made me more aware of the importance of the connections between the fields. The Human Brain Project aims at using computers to support brain research. In a way, I felt that, with the application of computers to the central problem of understanding the human brain, my trip through science had come full circle.

That trip was influenced by many people. My advisors, colleagues, and students accompanied me, worked with me, and were instrumental in the few relevant scientific results I was able to obtain. The colleagues who worked with me are now spread around the world. My exchanges with them have influenced me in ways that are impossible to describe fully.

However, I believe that the books I read during these decades probably were my greatest influences. Several of them changed the way I saw the world so profoundly that my life would certainly have been very different

had I not encountered them. Certainly the book you are reading now would not have been possible were it not for the many authors who, before me, explored the relations between computation, evolution, intelligence, and consciousness.

Although I was influenced by many, a few authors deserve special and explicit mention here. Richard Dawkins and Stephen Jay Gould opened my mind to the wonders of evolution. Daniel Dennett and Douglas Hofstadter steered me toward working in artificial intelligence and developed my interest in the problems of brain, mind, and consciousness. David Hubei described so clearly the way some areas of the brain are organized that one gets the feeling that with a little more effort he could have also explained the behavior of the whole mind. Steven Pinker, Marvin Minsky, and Roger Penrose influenced deeply my own views about the workings of the human mind and the meaning of intelligence, even though I disagree with them in some respects. Kevin Kelly's ideas on the future of technology and Ray Kurzweil's unwavering belief in the technological singularity have also been strong influences. James Watson and John Craig Venter provided me with unique insights into how the biological sciences have progressed in the past fifty years. Eric Drexler's vision of the future of nanotechnology changed my view of the very small and of the world. Sebastian Seung's, Olaf Sporns', and Steven Rose's descriptions of their involvement in proj­ects that aim at understanding the brain were enlightening and inspira­tional. Nick Bostrom addresses many of the matters covered herein, but develops them further in ways I did not even dream of. Jared Diamond and Yuval Harari changed deeply the way I view human history and human evolution.

Other strong influences come from science fiction, of which I am an avid reader (too avid, some readers will say). Isaac Asimov, Arthur C. Clarke, and Robert Heinlein created in me a lasting interest for science fiction. Greg Egan, Vernor Vinge, Neal Stephenson, Larry Niven, and Charles Stross propose such clear and challenging visions of the future that it becomes easy to believe they will one day happen, strange and per­turbing as they are.

I have tried to make this book easy to follow for anyone interested in the topics it addresses. The book is aimed at readers with a general interest in science and technology, and no previous knowledge of any of the many areas covered should be necessary. The final three chapters include no

technical material. They present the book's central argument and can be read independently.

Readers with less technical backgrounds should not be discouraged by the occasional equations, diagrams, and mathematical arguments. I tried to include enough information to help readers grasp some of the technical details, but in most cases the central ideas can be gathered from the accom­panying explanations and no significant information will be lost by skip­ping the details.
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1. The Red Queen's Race

To a casual observer, computers, cells, and brains may not seem to have much in common. Computers are electronic devices, designed by humans to simplify and improve their lives; cells, the basic elements of all living beings, are biological entities crafted by evolution; brains are the containers and creators of our minds, with their loads of hopes, fears, and desires.

However, computers, cells, and brains are, in one way or another, simply information-processing devices. Computers represent the latest way to pro­cess information, in digital form. Before them, information processing was done by living organisms, in effect creating order out of chaos. Computers, cells, and brains are the results of complex physical and chemical processes as old as the universe, the most recent products of evolution, the winners of a race started eons ago.

Everything Is Connected

We are made of the atoms created in the Big Bang, 14 billion years ago, or in the explosions of distant stars that occurred for billions of years after that event, which signaled the beginning of time. At every breath, every one of us inhales some of the very same oxygen molecules that were in the last breath of Julius Caesar, reused over the centuries to sustain all life on Earth. We know now that the wing beat of a butterfly may indeed influence the path of a hurricane many months later, and that the preservation of one species may be critically dependent on the life of all other species on Earth. The evolutionary process that started about 4 billion years ago has led to us, and to almost everything surrounding us, including the many devices and tools we own and use.

This book touches many different areas I view as sharing strong con­nections. It covers computers, evolution, life, brains, minds, and even a bit of physics. You may view these areas as disjoint and unrelated. I will try to show you that they are connected and that there is a common thread connecting physics, computation, and life. I am aware that the topic of each of the chapters of this book fully deserves a complete treatise by itself (in some cases, several treatises). I hope the coherence of the book is not affected by the fact that each of the many areas covered is touched upon only lightly, barely enough to enable the reader to understand the basic principles.

In a way, everything boils down to physics. Ernest Rutherford suppos­edly said that "science is either physics or stamp collecting,” meaning that the laws of physics should be sufficient to explain all phenomena and that all other sciences are no more than different abstractions of the laws of physics. But physics cannot be used to directly explain or study everything. Computation, biology, chemistry, and other disciplines are necessary to understand how the universe works. They are not unrelated, though. The principles that apply to one of them also apply to the others.

This realization that everything is related to everything else is, in large part, a result of our improved understanding of the world and our ability to master technology. Only relatively recently have advances in science made it possible for us to understand that the same equations describe the light we receive from the sun, the behavior of a magnet, and the workings of the brain. Until only a few hundred years ago, those were all independent realities—separate mysteries, hidden from humanity by ignorance.

Technology, by making use of the ever-improving understanding pro­vided by science, has been changing our lives at an ever-increasing pace for thousands of years, but the word technology is relatively new. Johann Beck­mann, a German scholar, deserves credit for coining the word (which means "science of craft") in 1772, and for somehow creating the concept (Kelly 2010). Before Beckmann, the various aspects of technology were indi­vidually known as tools, arts, and crafts. Beckmann used the word technology in a number of works, including a book that was later translated into Eng­lish as Guide to Technology, or to the knowledge of crafts, factories and manufac­tories. However, the word was rarely if ever used in common language before the twentieth century. In the second half of the twentieth century, use of the word in common language increased steadily. Today it is a very com­mon word in political, social, and economic texts.

With technology came the idea that innovation and novelty are intrin­sic components of civilization. Constant changes in technologies, society, and economics are so ingrained in our daily lives that it is hard to under­stand that this state of affairs wasn't the rule in the ancient days. A few hundred years ago, change was so slow that most people expected the future to be much like the past. The concept that the future would bring improvements in people's lives was never common, much less popular. All that changed when changes began to occur so often that they were not only perceptible but expected. Since the advent of technology, people expect the future to bring new things that will improve their daily lives. However, many of us now fear that the changes may come too fast, and may be too profound, for normal people to assimilate them.

Old Dogs, New Tricks

If you are more than a few decades old, you probably feel that technology is changing so fast than you can't keep up with it, that new devices and fads of very dubious interest appear every day, and that it is hard to keep up with the pace of change. The things young people do and use today are increasingly foreign to the elders, and it is difficult to keep up with new trends, tools, and toys. Young children are better than you with a smart­phone, are more at ease with computers, play games you don't understand, and flock to new sites that are of little interest to you. They don't even know what a VCR is—that miracle technology of the 1980s, which was famously difficult to operate. Even CDs and DVDs—digital technologies that emerged in the last few decades of the twentieth century—seem to be on their way out, having lasted for only a few decades (significantly less time than the vinyl records and film reels they replaced, which lasted almost a hundred years).

If you were born in the present century, on the other hand, you don't understand how your parents and grandparents can have such a hard time with technological innovations. New ideas and gadgets come naturally to you, and you feel at home with the latest app, website, or social network.

Yet reasonably literate and even technologically sophisticated people of my generation don't feel at all ready to give up on advancing technology. Our generation invented computers, cell phones, the World Wide Web, and DNA sequencing, among many other things. We should be able to under­stand and use any new things technology might throw at us in the next decades.

I believe that technology will keep changing at an ever-increasing pace. As happened with our parents and our grandparents before us, our knowl­edge about technology is likely to become rapidly obsolete, and it will be difficult to understand, use, and follow the technological developments of coming decades. There is some truth to the saying "you can't teach an old dog new tricks."

Whether our children and grandchildren will follow the same inevitable path to obsolescence will depend on how technology continues to change. Will new technological developments keep coming, faster and faster? Or are we now in a golden age of technological development, a time when things are changing as rapidly as they ever will?

When I was eight years old, I enjoyed visiting my grandfather. He lived in a small village located in what I then believed to be a fairly remote place, about sixty miles from Lisbon, the capital of Portugal. The drive from my house to the village where he lived would take us half a day, since the roads were narrow and winding. He would take me with him, to work in the fields, on a little wagon pulled by a horse. To a little boy, being able to travel on a horse-drawn wagon was quite exciting—a return to the old days. Other things would reinforce the feeling of traveling back to the past. There were no electric lights in his house, no refrigerator, no television, and no books. Those "modern" technologies weren't deemed necessary, as my grandpar­ents lived in a centuries-old fashion.

By comparison, my parents, who left their village when they married, were familiar with very advanced technologies. They were literate, had a TV, and even owned a car. To my grandparents, those technologies never meant much. They had no interest in TV, newspapers, or books, most of which reported or referred to a reality so remote and so removed from their daily experience that it meant nothing to them. Cars, trains, and planes didn't mean a lot to people who rarely traveled outside their small village and never felt the desire to do so.

Forty years later, my parents still have a TV, still read books, and still drive around in a car. I would have thought that, from their generation to ours, the technological gap would have become much smaller. I would have imagined that, forty years later, they would be much closer to my generation than they were to the previous generation in their ability to understand technology. However, such is not the case, and the gap seems to increase with each generation. My parents, which are now over 80, never quite realized that a computer is a universal machine that can be used to play games, to obtain information, or to communicate, and they never understood that a computer is just a terminal of a complex network of information devices that can deliver targeted information when and where one needs it. Many people of their generation never understood that— except for minor inconveniences, caused by limitations in technologies, that will soon disappear—there is no reason why computers will not replace books, newspapers, radio, television, and almost every other device for the delivery of information.

You may think that my generation understands what a computer can do and is not going to be so easily outpaced by technological developments. After all, almost all of us know exactly what a computer is, and many of us even know how a computer works. That knowledge should give us some confidence that we will not be overtaken by new developments in technol­ogy, as our parents and our grandparents were. However, this confidence is probably misplaced, mostly because of the Red Queen effect, the name of which is inspired by the character in Lewis Carroll's masterpiece, Through the Looking Glass: "Now, here, you see, it takes all the running you can do, to keep in the same place."

The Red Queen effect results from the fact that, as evolution goes by, organisms must become more and more sophisticated, not to gain com­petitive advantage, but merely to stay alive as the other organisms in the system constantly evolve and become more competitive.

Although the Red Queen effect has to do with evolution and the compe­tition between species, it can be equally well applied to any other environ­ment in which competition results in rapid change—for example, business or technology.

I anticipate that, in the future, each generation will be more dramatically outpaced than the generation before it. Thirty years from now, we will understand even less about the technologies of the day than our parents understand about today's technologies. I believe this process of genera­tional obsolescence will inevitably continue to accelerate, generation after generation, and that even the most basic concepts of daily life in the world of a hundred years from now would be alien to members of my generation.

Arthur C. Clarke's third law states that any sufficiently advanced technology is indistinguishable from magic. A hundred years from today, technology may be so alien to anyone alive today as to look like magic.

From Computers and Algorithms to Cells and Neurons

New technologies are not a new thing. However, never before have so many technological innovations appeared in such a short period of time as today. In coming decades, we will continue to observe the rapid development and the convergence of a number of technologies that, until recently, were viewed as separate.

The first of these technologies, which is recent but has already changed the world greatly, is computing technology, which was made possible by the development of electronics and computer science. Computers are now so pervasive that, to many of us, it is difficult to imagine a world without them. Computers, however, are useful only because they execute programs, which are nothing more than implementations of algorithms. Algorithms are everywhere, and they are the ultimate reason for the existence of com­puters. Without algorithms, computers would be useless.

Developers of algorithms look for the best way to tell computers how to perform specific computations efficiently and correctly. Algorithms are sim­ply very detailed recipes—sequences of small steps a computer executes to obtain some specific result. One well-known example of an algorithm is the algorithm of addition we all learned in school. It is a sequence of small steps that enables anyone following the recipe to add any two numbers, no mat­ter how large. This algorithm is at the core of each modern computer and is used in every application of computers.

Algorithms are described to computers using some specific program­ming language. The algorithms themselves don't change with the pro­gramming language; they are merely sequences of abstract instructions that describe how to reach a certain result. Algorithm design is, in my view, one of the most elegant and fascinating fields of mathematics and computer science.

Algorithms are always developed for specific purposes. There are many areas of application of algorithms, and two of these areas will play a funda­mental role in the development of future technologies.

The first of these areas is machine learning. Machine learning algorithms enable computers to learn from experience. You may be convinced that computers don't learn and that they do only what they are explicitly told to do, but that isn't true. There are many ways in which computers can learn, and we use the ability of computers to learn when we watch TV, search the Web, use a credit card, or talk on a phone. In many cases the actual learning mechanisms are hidden from view, but learning takes place nonetheless.

The second of these areas is bioinformatics, the application of algorithms to the understanding of biological systems. Bioinformatics (also known as computational biology) uses algorithms to process the biological and medi­cal data obtained by modem technologies. Our ability to sequence genomes, to gather data about biological mechanisms, and to use those data to under­stand the way biological systems work depends, in large part, on the use of algorithms developed specially for that purpose. Bioinformatics is the tech­nology that makes it possible to model and understand the behavior of cells and organisms. Recent advances in biology are intricately linked with advances in bioinformatics.

Evolution, the process that has created all living things is, in a way, also an algorithm. It uses a very different platform to mn, and it has been run­ning for roughly 4 billion years, but it is, in its essence, an algorithm that optimizes the reproductive ability of living creatures. Four billion years of evolution have created not only cells and organisms, but also brains and intelligent beings.

Despite the enormous variety of living beings created by evolution, members of the genus Homo have been the exclusive owners of higher intelligence on Earth. It is this particular characteristic than has enabled humans to rale the Earth and to adapt it to their needs and desires, some­times at the expense of other important considerations.

Technology, however, has evolved so much that now, for the first time, we face the real possibility that other entities—entities created by us—could become intelligent. This possibility arises from the revolution in computing technologies that has occurred in the past fifty years, including artificial intelligence and machine learning, but also from the significant advances in our understanding of living beings—particular in our understanding of the human body and the human brain. Computing technologies, which are only a few decades old, have changed so many things in our daily lives that civilization as we now know it would not be possible without comput­ers. Physics and biology have also made enormous advances, and for the first time we may have the tools and the knowledge to understand in detail how the human body and the human brain work.

Advances in medical techniques have already led to a significant increase in the life expectancy of most people alive today, but in coming decades we are likely to see unprecedented improvements in our ability to control or cure deadly diseases. These improvements will result from our increased understanding of biological processes—an understanding that will be made possible by new technologies in biology, physics, and computation. Ulti­mately, we may come to understand biological processes so well that we will be able to reproduce and simulate them in computers, opening up new possibilities in medicine and engineering.

In this book we will explore the possibility that, with the advances in medical and computing technologies, we may one day understand enough of the way the brain works to be able to reproduce intelligence in a digital support—that is, we may be able to write a program, executed by a digital computer, that will exhibit intelligence. There are a number of ways in which this could happen, but any one of them will lead to a situation in which non-biological minds will come into existence and become a mem­bers of our society. I called them digital minds because, almost certainly, they will be made possible by the existence of digital computer technology. The fact that non-biological minds may soon exist on Earth will unleash a social revolution unlike any that has been witnessed so far. However, most people are blind not only to the possibility of this revolution but also to the deep changes it will bring to our social and political systems. This book is also an attempt to raise the public awareness of the consequences of that revolution.

The majority of the predictions I will make here are likely to be wrong. So far, the future has always created things stranger, more innovative, and more challenging than what humans have been able to imagine. The coming years will be no exception and, if I am lucky enough to be alive, I will find myself surprised by new technologies and discoveries that were not at all the ones I expected. However, such is the nature of technology, and making predictions is always hard, especially about the future.

It is now time to embark on a journey—a journey that will take us from the very beginnings of technology to the future of the mind. I will begin by showing that exponential growth is a pattern built into the scheme of life but also a characteristic of the development of many technologies.
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1. The Exponential Nature of Technology

Since the dawn of mankind, cultures and civilizations have developed many different technologies that have changed profoundly the way people live. At the time of its introduction, each technology changed the lives of individuals, tribes, and whole populations. Change didn't occur at a con­stant pace, though. The speed at which new technologies have been devel­oped and used has been on the increase ever since the first innovations were introduced, hundreds of thousands of years ago.

Technological innovations are probably almost as old as the human species, and it is even possible some non-human ancestors used basic tech­nologies more than 3 million years ago (Harmand et al. 2015). However, the rate at which new technologies have been introduced is far from con­stant. In prehistoric times, it took tens or even hundreds of thousands of years to introduce a new technology. In the last thousand years, new tech­nologies have appeared at a much faster rate. The twentieth century saw new technologies appear every few years, and since then the pace has increased.

It is in the nature of technology that new developments are based on existing ones and, therefore, that every new significant development takes less time and effort than previous ones. This leads to an ever-increasing rate of technological change that many believe to be exponential over long periods as new and significant technologies are developed and replace the old ones as the engine of change (Bostrom 2014).

Prehistoric Technologies

Although stone and wood tools have been developed many times and are used by a number of species, we may consider that the first major

technological innovation created by humans was the discovery (more precisely, the controlled use) of fire. Although the exact date for that momentous event is disputed, it probably happened between the lower and the middle portions of the Paleolithic period, between more than a million years and 400,000 years ago, and thus predated Homo sapiens.

The controlled use of fire must have brought a major change in the hab­its of prehistoric humans (Goudsblom 1992). Newer generations got used to the idea that meat would be easier to eat if grilled, and that some vegetables would taste better if cooked. Cooking makes food easier to digest and makes it possible to extract more calories from the available food supply (Wrangham 2009). The control of fire may have been the major reason for the increases in the sizes of humans' brains.

From our point of view, it may seem as if not much happened for thousands of years, until the domestication of plants and animals. That, of course, is not tme. Significant cultural changes happened in the inter­vening years, including what Yuval Harari (2014) has called the cognitive revolution—a change that enabled humans to use language to communi­cate abstract thoughts and ideas. A large number of major technological breakthroughs happened in the thousands of years before the agricultural revolution. Bows and arrows, needles and thread, axes, and spears all were probably invented more than once and changed the societies of the time. The exact dates of these inventions or discoveries are mostly unknown, but they all happened probably between 50,000 and 10,000 years ago. One major invention every 10,000 years (roughly 400 generations) doesn't look like a breathtaking pace of change, but one must remember that hundreds of thousands of years elapsed between the time our ancestors descended from the trees and the time when any major changes in their habits occurred.

Roughly 10,000 to 11,000 years ago, humans had spread to most of the continents and had begun to live in villages. A few thousand years later, many cultures had begun to domesticate plants and animals. This repre­sented what can be viewed as the second major technological revolution, after the controlled use of fire. Usually called the agricultural revolution, it deeply changed the way people lived and interacted. The change from the hunter-gatherer nomad way of life to sedentary agriculture-based living wasn't necessarily for the better. With the population increasing, humans became more dependent on a fixed supply of food, and larger communities led to an increase in the incidence of contagious diseases and to battles for supremacy. Still, these changes must have occurred, in most places, over a large number of generations, and, most likely, they have not caused a profound change in the way of life of any particular individual.

The speed of technological evolution has not stopped increasing since then. Although the exact date is disputed, the first wheel probably appeared in Mesopotamia around 3500 BC. Surprisingly enough, several cultures as recent as the Aztecs, the Mayans, and the Incas didn't use the wheel— probably owing to a lack of convenient draft animals. However, the major­ity of occidental and oriental cultures used that sophisticated implement extensively.

Many other inventions aimed at saving physical labor appeared during the past 10,000 years. Technological progress wasn't uniform in all civiliza­tions or in all parts of the world. Although the exact reasons are disputed, there is a good case to be made that minor differences in the timing of the initial technological developments were exacerbated by further technological advances (Diamond 1997) and led to very different levels of development. Relatively minor environmental differences, such as the availability of draft animals, the relative ease of travel between places, and the types of readily available crops, led to differences in the timing of the introduction of technological developments, such as agriculture, transportation, and weapons. Those differences, in turn, resulted in differ­ences in the timing of the introduction of more advanced developments— developments that were correlated with the more basic technologies, although sometimes in a non-obvious way. Information-based develop­ments such as counting and writing, and other societal advances resulted from technological developments related to the more fundamental tech­nologies. In the end, the cultures that had a head start became dominant, which eventually resulted in the dominance of Western society and cul­ture, supported in large part by superior technological capacity. It isn’t hard to see that civilizations which started later in the technological race were at a big disadvantage. Minor differences in the speed or in the timing of introduction of technological developments later resulted in huge dif­ferences. Western civilization ended up imposing itself over the entire known world, with minor exceptions, while other developed civilizations were destroyed, absorbed, or modified in order to conform to Western standards—a process that is still going on.

The First Two Industrial Revolutions

The industrial revolution of the late eighteenth century is the best-known discontinuity in technological development. Technological innovations in industry, agriculture, mining, and transportation led to major changes in the social organization of Britain, and, later on, of Europe, North America, and the rest of the world. That revolution marked a major turning point in human history, and changed almost all aspects of daily life, greatly speed­ing up economic growth. In the last few millennia, the growth of the world economy doubled every 900 years or so. After the technological revolution, the growth rate of the economy increased; economic output now doubles every 15 years (Hanson 2008).

That industrial revolution is sometimes separated into two revolutions, one (which took place in the late eighteenth century) marked by significant changes in the way the textile industry operated and the other (which began sometime in the middle of the nineteenth century) by the develop­ment of the steam engine and other transportation and communication technologies, many of them based on electricity. These revolutions led to a profound change in the way consumer products were produced and to widespread use of such communication and transportation technologies as the telephone, the train, the automobile, and the airplane.

The first industrial revolution began in Great Britain, then spread rapidly to the United States and to other countries in Western Europe and in North America. The profound changes in society that it brought are closely linked to a relatively small number of technological innovations in the areas of textiles, metallurgy, transportation, and energy.

Before the changes brought on by the first industrial revolution, spin­ning and weaving were done mostly for domestic consumption in the small workshops of master weavers. Home-based workers, who did both the spin­ning and the weaving, worked under contract to merchant sellers, who in many cases supplied the raw materials. Technological changes in both spinning and weaving brought large gains in productivity that became instrumental in the industrial revolution.

A number of machines that replaced workers in spinning, including the spinning jenny and the spinning mule, made the production of yam much more efficient and cheap. Weaving, which before the revolution had been - r-raft was automated bv the development of mechanical looms, which incorporated many innovations, such as the flying shuttle. This led to a much more efficient textile industry and, with the invention of the Jacquard loom, to a simplified process of manufacturing textiles with com­plex patterns. The Jacquard loom is particularly relevant to the present discussion because it used punched cards to control the colors used to weave the fabric. Later in the nineteenth century, punched cards would be used in the concept design for the first mechanical computer, developed by Charles Babbage.

Whereas the first industrial revolution was centered on textiles and met­allurgy, the second was characterized by extensive building of railroads, widespread use of machinery in manufacturing, increased use of steam power, the beginning of the use of oil, the discovery and utilization of elec­tricity, and the development of telecommunications. The changes in trans­portation technology and the new techniques used to manufacture and distribute products and services resulted in the first wave of globalization, a phenomenon that continues to steamroll individual economies, cultures, and ecologies.

However, even the changes brought by improved transportation tech­nologies pale in comparison with the changes brought by electricity and its myriad uses. The development of technologies based on electricity is at the origin of today's connected world, in which news and information travel at the speed of light, creating the first effectively global community.

During the first two industrial revolutions, many movements opposed the introduction of new technologies on the grounds that they would destroy jobs and displace workers. The best-known such movement was that of the Luddites, a group of English workers who, early in the nine­teenth century, attacked factories and destroyed equipment to protest the introduction of mechanical knitting machines, spinning frames, power looms, and other new technologies. Their supposed leader, Ned Ludd, prob­ably was fictitious, but the word Luddite is still in use today to refer to a person who opposes technological change.

The Third industrial Revolution

The advent of the Information Age, around 1970, is usually considered the third industrial revolution. The full impact of this revolution is yet to be felt, as we are still on the thick of it. Whether there will be a fourth industrial revolution that can be clearly separated from the third, remains an open question. Suggesting answers to this question is, in fact, one of the objectives of this book.

Of particular interest for present purposes are the technological developments related to information processing. I believe that, ultimately, information-processing technologies will outpace almost all other existing technologies, and that in the not-so-distant future they will supersede those technologies. The reason for this is that information processing and the ability to record, store, and transmit knowledge are at the origin of most human activities, and will become progressively more important.

The first human need to process information probably arose in the con­text of the need to keep accurate data about stored supplies and agricultural production. For a hunter-gatherer, there was little need to write down and pass information to others or to future generations. Writing became neces­sary when complex societies evolved and it became necessary to write down how many sheep should be paid in taxes or how much land someone owned. It also became necessary to store and transmit the elaborate social codes that were required to keep complex societies working.

Creating a written language is so complex a task that, unlike many other technologies, it has probably evolved independently only a few times. To invent a written language, one must figure out how to decompose a sen­tence or idea into small units, agree on a unified system with which to write down these units, and, to realize its full value, make sure that the whole thing can be understood by third parties. Although other independently developed writing systems may have appeared (Chinese and Egyptian sys­tems among them), the only commonly agreed upon independent devel­opments of writing took place in Mesopotamia between 3500 BC and 3000 BC and in America around 600 BC (Gaur 1992). It is still an open question whether writing systems developed in Egypt around 3200 BC and in China around 1200 BC were independent or whether they were derived from the Mesopotamia cuneiform script. Many other writing systems were devel­oped by borrowing concepts developed by the inventors of these original scripts.

It is now believed that the first writing systems were developed to keep track of amounts of commodities due or produced. Later, writing evolved to be able to register general words in the language and thus to be used to record tales, histories, and even laws. A famous early set of laws is the

Code of Hammurabi from ancient Mesopotamia, which dates from the seventeenth century BC. One of the oldest and most complex writings ever deciphered, the code was enacted by Hammurabi, king of Babylonia. Partial copies exist on a stone stele and in various clay tablets. The code itself consists of hundreds of laws that describe the appropriate actions to be taken when specific rules are violated by people of different social statuses.

Writing was a crucial development in information processing because, for the first time, it was possible to transmit knowledge at a distance and, more crucially, over time spans that transcended memory and even the lifetime of the writer. For the first time in history, a piece of information could be preserved, improved by others, and easily copied and distributed.

The associated ability to count, record, and process numerical quantities was at the origin of writing and developed in parallel with the written lan­guage, leading to the fundamentally important development of mathemat­ics. The earliest known application of mathematics arose in response to practical needs in agriculture, business, and industry. In Egypt and in Meso­potamia, in the second and third millennia BC, math was used to survey and measure quantities. Similar developments took place in India, in China, and elsewhere. Early mathematics had an empirical nature and was based on simple arithmetic.

The earliest recorded significant development took place when the Greeks recognized the need for an axiomatic approach to mathematics and developed geometry, trigonometry, deductive systems, and arithmetic. Many famous Greeks contributed to the development of mathematics. Tha­les, Pythagoras, Plato, Aristotle, Hippocrates, and Euclid were fundamental to the development of many concepts familiar to us today. The Chinese and the Arabs took up mathematics where the Greeks left it, and came up with many important developments. In addition, the Arabs preserved the work of the Greeks, which was then translated and augmented. In what is now Baghdad, Al-Khowarizmi, one of the major mathematicians of his time, introduced Hindu-Arabic numerals and concepts of algebra. The word algorithm was derived from his name.

Further developments in mathematics are so numerous and complex that they can't be described properly here, even briefly. Although it took thousands of years for mathematics to progress from simple arithmetic con­cepts to the ideas of geometry, algebra, and trigonometry deveinnpd hv tUo

Greeks, it took less than 500 years to develop the phenomenal edifice of modem mathematics.

One particular aspect of mathematics that deserves special mention here is the theory of computation. Computation is the process by which some calculation is performed in accordance with a well-defined model described by a sequence of operations. Computation can be performed using analog or digital devices. In analog computation, some physical quantity (e.g., dis­placement, weight, or volume of liquid) is used to model the phenomena under study. In digital computation, discrete representations of the phe­nomena under study, represented by numbers or symbols, are manipulated in order to yield the desired results.

A number of devices that perform analog computation have been devel­oped over the centuries. One of the most remarkable—the Antikythera mechanism, which has been dated to somewhere between 150 and 100 BC—is a complex analog computer of Greek origin that uses a complex set of interlocked gears to compute the positions of the sun, the moon, and perhaps other celestial bodies (Marchant 2008). Analog computation has a long tradition and includes the astrolabe, attributed to Hipparchus (c. 190- 120 BC), and the slide rule, invented by William Oughtred in the seven­teenth century and based on John Napier's concept of logarithms. A highly useful and effective tool, the slide rule has been used by many engineers still alive today, perhaps even by some readers of this book.

The twentieth century saw many designs and applications of analog computers. Two examples are the Mark I Fire Control Computer, which was installed on many US Navy ships, and the MONIAC, a hydraulic com­puter that was created in 1949 by William Phillips to model the economy of the United Kingdom (Bissell 2007; Phillips 1950). Analog computers, however, have many limitations in their flexibility, mainly because each analog computer is conceived and built for one specific application. General-purpose analog computers are conceptually possible (and the slide rule is a good example), but in general analog computers are designed to perform specific tasks and cannot be used for other tasks.

Digital computers, on the other hand, are universal machines. By simply changing the program such a computer is executing, one can get it to per­form a variety of tasks. Although sophisticated tools to help with arithmetic operations (such as the abacus, developed around 500 BC) have existed for thousands of years, the idea of completely automatic computation didn't appear until much more recently. Thomas Hobbes—probably the first to present a clearly mechanistic view of the workings of the human brain— clearly thought of the brain as nothing more than a computer:

When a man reasoneth, he does nothing else but conceive a sum total, from addition of parcels; or conceive a remainder, from subtraction of one sum from another... These operations are not incident to numbers only, but to all manner of things that can be added together, and taken one out of another. (Hobbes 1651)

However, humankind had to wait until the nineteenth century for Charles Babbage to create the first design of a general-purpose digital com­puter (the Analytical Engine), and for his contemporary Ada Lovelace to take the crucial step of understanding that a digital computer could do much more than merely "crunch numbers."

The Surprising Properties of Exponential Trends

It is common to almost all areas of technology that new technologies are introduced at an ever-increasing rate. For thousands of years progress is slow, and for many generations people live pretty much as their parents and grandparents did; then some new technology is introduced, and a much shorter time span elapses before the next technological development takes place. Reaching a new threshold in a fraction of the time spent to reach the previous threshold is characteristic of a particular mathematical function called the exponential.

In mathematics, an exponential function is a function of the form a". Because a”+1 = a x a”, the value of the function at the point n + 1 is equal to the value of the function at point n multiplied by the basis of the exponential, a. For n = 0, the function takes the value 1, since raising any number (other than zero) to the power 0 gives the value 1.

Of interest here is the case in which a, the basis, is greater than 1. It may be much greater or only slightly greater. In the former case, the exponential will grow very rapidly, and even for small n the function will quickly reach very large values. For instance, the function 10" will grow very rapidly even for small n. This is intuitive, and it shouldn't surprise us. What is less intui­tive is that a function of the form a" will grow very rapidly even when the base is a small number, such as 2, or even a smaller number, such as 1.1.

I will discuss two types of exponential growth, both of them relevant to the discussions that lie ahead. The first type is connected with the evolution of a function that grows exponentially with time. The second is the exponential growth associated with the combinatorial explosion that derives from the combination of simple possibilities that are mutually independent.

The first example I will use to illustrate the surprising properties of expo­nential trends will be the well-known history of the inventor of chess and the emperor of China. Legend has it that the emperor became very fond of a game that had just been invented—chess. He liked the game so much that he summoned the inventor to the imperial court and told him that he, the emperor of the most powerful country in the world, would grant him any request. The inventor of chess, a clever but poor man, knew that the emperor valued humility in others but didn't practice it himself. "Your Imperial Majesty," he said, "I am a humble person and I only ask for a small compensation to help me feed my family. If you are so kind as to agree with this request, I ask only that you reward me with one grain of rice for the first square of the chessboard, two grains for the second, four grains for the third square, and so on, doubling in each square until we reach the last square of the board." The emperor, surprised by the seemingly modest request, asked his servants to fetch the necessary amount of rice. Only when they tried to compute the amount of rice necessary did it become clear that the entire empire didn't generate enough rice.

In this case, one is faced with an exponential function with base 2. If the number of grains of rice doubles for every square in relation to the previous square, the total number of grains will be

2° + 21 + 22 + 23 + ... + 263 = 264 - 1,

since there are 64 squares on the chessboard. This is approximately equal to 2 x 1019 grains of rice, or, roughly, 4 x 1014 kilograms of rice, since there are roughly 50,000 grains of rice per kilogram. This is more than 500 times the yearly production of rice in today's world, which is approximately 600 mil­lion tons, or 6 x 10u kilograms. It is no surprise the emperor could not grant the request of the inventor, nor is it surprising he was deceived into think­ing the request was modest.

The second example is from Charles Darwin's paradigm-changing book On the Origin of the Species by Means of Natural Selection (1859). In the follow­ing passage from that work, Darwin presents the argument that the expo­nential growth inherent to animal reproduction must be controlled by selective pressures, because otherwise the descendants of a single species would occupy the entire planet:

There is no exception to the rule that every organic being naturally increase at so high a rate that if not destroyed, the Earth would soon be covered by the progeny of a single pair. ... The Elephant is reckoned to be the slowest breeder of all known animals, and I have taken some pains to estimate its probable minimum rate of natural increase: it will be under the mark to assume that it breeds when thirty years old, and goes on breeding till ninety years old, bringing forth three pairs of young in this interval; if this be so, at the end of the fifth century there would be alive fifteen million elephants, descended from the first pair.

Even though Darwin got the numbers wrong (as Lord Kelvin soon pointed out), he got the idea right. If one plugs in the numbers, it is easy to verify there will be only about 13,000 elephants alive after 500 years. If one calls a period of 30 years one generation, the number of elephants alive in gen­eration n from the third generation on is given by a„ = 2 xa„-i - a„ \_ 3, This equation implies that the ratio of the number of elephants alive in each generation to the number in the previous generation rapidly converges to the golden ratio, 1.618.

The surprising properties of exponential growth end up vindicating the essence of Darwin's argument. In fact, even though only 14 elephants are alive after 100 years, there would be more than 30 million elephants alive after 1,000 years, and after 10,000 years (an instant in time, by evolutionary standards) the number of live elephants would be 1.5 x 1070. This number compares well with the total number of particles in the universe, estimated to be (with great uncertainty) between 1072 and 1087. In this case, the under­lying exponential function a" has a base a equal to approximately 1.618 (if one measures n in generations) or 1.016 (if one measures n in years). Still, over a long period of time, the growth surprises everyone but the most prepared reader.

A somewhat different example of the strange properties of exponential behavior comes from Jorge Luis Borges' short story "The Library of Babel." Borges imagines a library that contains an unthinkably large number of books. Each book has 410 pages, each page 40 lines, and each line 80 letters. The Library contains all the books of this size that can be written with the 25 letters of the particular alphabet used. Any book of this size that one can imagine is in the library. There exists, necessarily, a book with the detailed story of your life, from the time you were bom until the day you will die, and there are innumerable translations of this storv in all pxistinv lancmaaps and in an unimaginable number of non-existing but perfectly coherent lan­guages. There is a book containing everything you said between your birth and some day in your life (at which the book ends, for lack of space); another book picks up where that book left, and so on; another contains what will be your last words. Regrettably, these books are very hard to find, not only because the large majority of books are gibberish but also because you would have no way of telling these books apart from very similar books that are entirely true from the day you were born until some specific day, and totally different from then on.

The mind-boggling concept of the Library of Babel only loses some of its power to confound you when you realize that a library of all the books that can ever be written (of a given size) could never exist, nor could any approx­imation to it ever be built. The number of books involved is so large as to defy any comparison. The size of the observable universe, measured in cubic millimeters, (about 1090 cubic millimeters) is no match even for the number of different lines of 80 characters that can exist (about 10112), much less for the io1-834 097 books in the Library of Babel.

Even the astoundingly large numbers involved in the Library of Babel pale in comparison with the immense number of combinations that can be encoded in the DNA of organisms. We now know that the character­istics of human beings, and those of all other known living things, are passed down the generations encoded in the DNA present in each and every cell. The human genome consists of two copies of 23 chromosomes, in a total of approximately 2x3 billion DNA bases (approximately 2 x 3,036,303,846 for a woman, and a bit less for a man because the Y chro­mosome is much smaller than the X chromosome). Significantly more than 99 percent of the DNA bases in the human genome are exactly the same in all individuals. The remaining bases code for all the variability pre­sent within the species. The majority of the differences between individual human genomes are Single Nucleotide Polymorphisms (SNPs, often pro­nounced "snips")—locations in the DNA where different people often have different values for a specific DNA base. Since there are two copies of each chromosome (except for the X and Y chromosomes), three different com­binations are possible. For instance, in a SNP in which both the base T and the base G occur, some people may have a T/T pair, others a T/G pair, and yet others a G/G pair. SNPs in which more than two bases are present are

' ^'■w hp ignored for the purposes of our rough analysis.

Although the exact number of SNPs in the human genome is not known, it is believed to be a few tens of millions (McVean et al. 2012). One of the first projects to sequence the human genome identified about 2 million SNPs (Venter et al. 2001). Assuming that this number is a conservative estimate and that all genomic variation is due to SNPs, we can estimate the total number of possible combinations of SNPs, and therefore of different human genomes, that may exist. We can ignore the slight complication arising from the fact that each one of us has two copies of each chromo­some, and consider only that, for each SNP, each human may have one of three possible values. We then obtain the value of 32000000 different pos­sible arrangements of SNPs in a human genome. This means that, owing to variations in SNPs alone, the number of different humans that could exist is so large as to dwarf even the unimaginably large number of books in the Library of Babel.

Of course, the potential combinations are much more numerous if one considers all the possible genetic combinations of bases in a genome of such a size, and not only the SNPs that exist in humans. Think of the space of 43'000'000-000 possible combinations of 3 billion DNA bases, and imagine that, somewhere, lost in the immense universe of non-working genomes, there are genomes encoding for all sorts of fabulous creatures—creatures that have never existed and will never be created or even imagined. Somewhere, among the innumerable combinations of bases that don't correspond to viable organisms, there are an indescribably large number of genetic encodings for all sorts of beings we cannot even begin to imagine—flying humans, unicorns, super-intelligent snake-like creatures, and so on.

Here, for the sake of simplicity, let us consider only the possible combi­nations of four bases in each copy of the genome, since the extent of this genomic space is so large and so devoid of meaning that any more precise computation doesn't make sense. In particular, diploid organisms, such as humans, have two copies of each chromosome, and therefore one may argue that the size of the space would be closer to 46’000'r'oa000. We will never know what is possible in this design space, since we do not have and never will have the tools that would be needed to explore this formidable uni­verse of possibilities. With luck, we will skim the surface of this infinitely deep sea when the tools of synthetic biology, now being developed, come of age. Daniel Dennett has called this imaginary design space the Library of

Mendel, and a huge library it is—so large that makes the Library of Babel look tiny by comparison (Dennett 1995).

I hope that by now you have been convinced that exponential func­tions, even those that appear to grow very slowly at first, rapidly reach values that defy our intuition. It turns out that the growth of almost every aspect of technology is well described by a curve that is intrinsically expo­nential. This exponential growth has been well documented in some specific areas. In 1946, R. Buckminster Fuller published a diagram titled "Profile of the Industrial Revolution as exposed by the chronological rate of acquisition of the basic inventory of cosmic absolutes—the 92 Ele­ments”; it showed the exponential nature of the process clearly (Fuller and McHale 1967). In his 1999 book The Age of Spiritual Machines, Ray Kurzweil proposed a "law of accelerating returns” stating that the rate of change in a wide variety of evolutionary systems, including many technologies, tends to increase exponentially. A better-known and more quantitative demonstration of this exponential process is Moore's Law, which states that the number of transistors that can be fitted on a silicon chip doubles periodically (a phenomenon I will discuss in more detail in the next chapter).

It is not reasonable to expect the exponential growth that characterizes many technological developments to have been constant throughout the history of humanity. Significant technological changes, such as the agricul­tural revolution and the industrial revolution, probably have changed the basis of the exponential—in almost all cases, if not all cases, in the direction of faster growth.

The exponential growth that is a characteristic of many technologies is what leads us to systematically underestimate the state of the art of tech­nology in the mid- and long-term. As we will see in the following chapters, many technologies are progressing at an exponential pace. In the next few decades, this exponential pace will change the world so profoundly as to make us truly unable to predict the way of life that will be in place when our grandchildren reach our current age.

Digital technologies will play a central role in the changes that will occur. As looms, tractors, engines, and robots changed the way work was done in the fields and in the factories, digital technology will continue to change the way we perform almost all tasks in our daily lives. With time, digital technologies will make many other technologies less relevant or even obsolete, in the same way they have already made typewriters and telegrams things of the past. Many professions and jobs will also become less necessary or less numerous, as has already happened with typists, bank tellers, and newspaper boys.

This book is an attempt to make an educated guess at what these devel­opments will look like and how they will affect our society, our economy, and, ultimately, our humanity.

A Generation Born with the Computer Age

I was born with the computer age, and I belong to the first generation to design, build, program, use, and understand computers. Yet even I, who should be able to understand the fads and trends brought upon us by the ever-increasing pace of technological change, sometimes feel incapable of keeping up with them. Despite this limitation, I attempt to envision the possible developments of technology and, in particular, the developments in the convergence of computer and biomedical technologies.

It is now clear that computers, or what will come after them, will not only replace all the information delivery devices that exist today, including newspapers, television, radio, and telephones, but will also change deeply the ways we address such basic needs as transportation, food, clothing, and housing. As we come to understand better the way living beings work, we will become able to replace increasingly more complex biological systems with artificial or synthetic substitutes. Our ability to change our environ­ment and, ultimately, our bodies, will profoundly affect the way we live our lives. Already we see signs of this deep change in the ways young people live and interact. We may miss the old times, when people talked instead of texting or walked in the park instead of browsing the Web, but, like it or not, these changes are just preludes to things to come. This may not be as bad as it seems. A common person in the twenty-second century will prob­ably have more freedom, more choices, and more ability to create new things than anyone alive today. He or she will have access to knowledge and to technologies of which we don't even dream. The way someone in the twenty-second century will go about his or her daily life will be, how­ever, as alien to us as today's ways would be to someone from the early nineteenth century.

This book is an attempt to give you a peek at things to come. I cannot predict what technology will bring in 100 years, and I don't think anyone can. But I can try to extrapolate from existing technologies in order to pre­dict how some things may turn out 100 years from now.

For the convenience of the reader, I will not jump forward 100 years in a single step. I will begin by considering the recent and not-so-recent history of technological developments, the trends, and the current state of the technology in a number of critical areas; I will then extrapolate them to the near future. What can reasonably be predicted to be achievable in the near future will give us the boldness required to guess what wonders the ever- increasing speed of technological development will bring. The future will certainly be different from how we may guess it will be, and even more unfamiliar and alien than anything we can predict today. We are more likely to be wrong for being too conservative than for being too bold.

I will begin with the technologies that led to the current digital revolution—a revolution that began with the discovery of electricity and gained pace with the invention of a seemingly humble piece of technology: the transistor, probably the most revolutionary technology ever developed by mankind.

A number of important technologies developed rapidly in the nineteenth and twentieth centuries, including electricity, electronics, and computers, but also biotechnology, nanotechnologies, and technologies derived from them. In fact, it is the exponential rate of development of these technolo­gies, more than anything else, that has resulted in the scientific and eco­nomic developments of recent decades. In those technologies and in others, that rate is likely to increase.

Four Equations That Changed the World

Phenomena related to electricity—for example, magnetism, lightning, and electrical discharges in fish—remained scientific curiosities until the seven­teenth century. Although other scientists had studied electrical phenomena before him, the first extensive and systematic research on electricity was done by Benjamin Franklin in the eighteenth century. In one experiment, reputedly conducted in 1752, Franklin used a kite to capture the electrical energy from a storm.

After the invention of the battery (by Alessandro Volta, in 1800), it was practicable to conduct a variety of experiments with electrical currents. Hans Christian 0rsted and Andre-Marie Ampere discovered various aspects of the relationship between electric currents and magnetic fields, but it was Michael Faraday's results that made it possible to understand and harness electricity as a useful technology. Faraday performed extensive research on the magnetic fields that appear around an electrical current and established the basis for the concept of the electromagnetic field. He became familiar with basic elements of electrical circuits, such as resistors, capacitors, and inductors, and investigated how electrical circuits work. He also invented

the first electrical motors and generators, and it was largely through his efforts that electrical technology came into practical use in the nineteenth century. Faraday envisioned some sort of field (he called it an electrotonic state) surrounding electrical and magnetic devices and imagined that elec­tromagnetic phenomena are caused by changes in it.

However, Faraday had little formal mathematical training. It fell to James Clerk Maxwell to formulate the equations that control the behavior of electromagnetic fields—equations that now bear his name. In 1864 and 1865, Maxwell (who was aware of the results Faraday had obtained) pub­lished his results suggesting that electric and magnetic fields were the bases of electricity and magnetism and that they could move through space in waves. Furthermore, he suggested that light itself is an electromagnetic wave, since it propagates at the same speed as electromagnetic fields. The mathematical formulation of his results resulted in a set of equations that are among the most famous and influential in the history of science (Maxwell 1865, 1873).

In its original form, presented in A Treatise in Electricity and Magnetism, Maxwell's formulation involved twenty different equations. (Maxwell lacked the tools of modern mathematics, which enable us to describe complex mathematical operations in simple form.) At the time, only a few physicists and engineers understood the full meaning of Maxwell's equa­tions. They were met with great skepticism by many members of the scien­tific community, among them William Thomson (later known as Lord Kelvin). A number of physicists became heavily involved in understanding and developing Maxwell's work. The historian Bruce Hunt dubbed them the Maxwellians in a book of the same name (Hunt 1991).

One person who soon understood the potential importance of Maxwell's work was Oliver Heaviside. Heaviside dedicated a significant part of his life to the task of reformulating Maxwell's equations and eventually arrived at the four equations now familiar to physicists and engineers. You can see them on T shirts and on the bumpers of cars, even though most people don't recognize them or have forgotten what they mean. On Telegraph Avenue in Berkeley, at the Massachusetts Institute of Technology, and in many other places one can buy a T shirt bearing the image shown in figure 3.1. Such shirts somehow echo Ludwig Boltzmann's question "War es ein Gott der diese Zeichen schrieb?" ("Was it a god who wrote these signs?"), referring to Maxwell's equations while quoting Goethe's Faust.
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Figure 3.1

The origin of the world according to Oliver Heaviside's reformulation of Maxwell's equations and a popular T shirt.

Hidden in the elegant, and somewhat impenetrable, mathematical for­malism of Maxwell's equations are the laws that control the behavior of the electromagnetic fields that are present in almost every electric or elec­tronic device we use today. Maxwell's equations describe how the electric field (£) and the magnetic field (B) interact, and how they are related to other physical entities, including charge density (p) and current density (1). The parameters so and po are physical constants called the permittivity and permeability of free space, respectively, and they are related by the equation

Po£o = l/c2,

where c is the speed of light.

A field is a mathematical construction that has a specific value for each point in space. This value may be a number, in the case of a scalar field, or a vector, with a direction and intensity, in the case of a vector field. The electric and magnetic fields and the gravitational field are vector fields. At each point in space, they are defined by their direction and their

amplitude. One reason Maxwell's work was difficult for his contemporaries to understand was that it is was hard for them to visualize or understand fields, and even harder to understand how field waves could propagate in empty space.

The symbol V represents a mathematical operator that has two different meanings. When applied to a field with the intervening operator •, it rep­resents the divergence of the field. The divergence of a field represents the volume density of the outward flux of a vector field from an arbitrarily small volume centered on a certain point. When there is positive diver­gence in a point, an outward flow of field is created there. The divergence of the gravitational field is mass; the divergence of the electrical field is charge. Charges can be positive or negative, but there is no negative mass (or none was ever found). Positive charges at one point create an outgoing field; negative charges create an incoming field.

When V is applied to a field with the operator x, it represents the curl of the field, which corresponds to an indication of the way the field curls at a specific point. If you imagine a very small ball inside a field that represents the movement of a fluid, such as water, the curl of a field can be visualized as the vector that characterizes the rotating movement of the small ball, because the fluid passes by at slight different speeds on the different sides. The curl is represented by a vector aligned with the axis of rotation of the small ball and has a length proportional to the rotation speed.

The first of Maxwell's equations is equivalent to the statement that the total amount of electric field leaving a volume equals the total sum of charge inside the volume. This is the mathematical formulation of the fact that electric fields are created by charged particles.

The second equation states that the total amount of magnetic field leav­ing a volume must equal the magnetic field entering the volume. In this respect, the electric field and the magnetic field differ because, whereas there are electrically charged particles that create electric fields, there are no magnetic monopoles, which would create magnetic fields. Magnetic fields are, therefore, always closed loops, because the amount of field entering a volume must equal the amount of field leaving it.

The third equation states that the difference in electrical potential accu­mulated around a closed loop, which translates into a voltage difference, is equal to the change in time of the magnetic flux through the area enclosed bv the loop.
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**31**

The fourth equation states that electric currents and changes in the elec­tric field flowing through an area are proportional to the magnetic field that circulates around the area.

The understanding of the relationship between electric fields and mag­netic fields led, in time, to the development of electricity as the most useful technology of the twentieth century. Heinrich Hertz, in 1888, at what is now Karlsruhe University, was the first to demonstrate experimentally the existence of the electromagnetic waves Maxwell had predicted, and that they could be used to transmit information over a distance.

We now depend on electrical motors and generators to power appli­ances, to produce the consumer goods we buy, and to process and preserve most of the foods we eat. Televisions, telephones, and computers depend on electric and magnetic fields to send, receive, and store information, and many medical imaging technologies are based on aspects of Maxwell's equations.

Electrical engineers and physicists use Maxwell's equations every day, although sometimes in different .or simplified forms. It is interesting to understand, in a simple case, how Maxwell's equations define the behavior of electrical circuits. Let us consider the third equation, which states that the total sum of voltages measured around a closed circuit is zero when there is no change in the magnetic field crossing the area surrounded by the circuit. In the electrical circuit illustrated in figure 3.2, which includes one battery as a voltage source, one capacitor, and one resistor, the application of the third equation leads directly to

Ur + UK - Uc = 0.
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This expression results from computing the sum of the voltage drops around the circuit, in a clockwise circulation. Voltage drop Vc is added with a negative sign because it is defined against the direction of the circulation; voltages VK (in the battery) and VR (in the resistor) are defined in the direc­tion of the circulation. It turns out that the current through the capacitor, Ic, is the same (and in the opposite direction) as the current through the resistor, IR, because in this circuit all current flows through the wires.

Maxwell's fourth equation implies that the current through the capaci­tor is proportional to the variation in time of the electric field between the capacitor plates, leading to the expression Ic = CVc, since the electric field (£, in this case) is proportional to the voltage difference between the capac­itor plates, Vc. In this equation, the dot above Vc represents the variation in time of this quantity. Mathematically, it is called the derivative with respect to time, also represented as dVC//dt.

The linear relation between the current h and the voltage VR across a resistor was described in 1827 by another German physicist, Georg Ohm. Ohm's Law states that there is a linear relation VR = RIr between the two variables, given by the value of the resistance R. Putting together these expressions, we obtain

-CVc=(Vc -Vk)IR.

This expression, which is a direct result of the application of Maxwell's equations and Ohm's Law, is a differential equation with a single unknown, Vc (the voltage across the capacitor, which varies with time). All other parameters in this expression are known, fixed physical quantities. Differ­ential equations of this type relate variables and their variations with respect to time. This particular differential equation can be solved, either by analytical or numerical methods, to yield the value of the voltage across the capacitor as it changes with time. Similar analyses can be used to derive the behaviors of much more complex circuits with thousands or even millions of electrical elements.

We know now that neurons in the brain use the very same electromag­netic fields described by Maxwell's equations to perform their magic. (This will be discussed in chapter 8.) Nowadays, very fast computers are used to perform brain simulation and electrical-circuit simulation by solving Maxwell's equations.

The Century of Physics

The twentieth century has been called the century of physics. Although knowledge of electromagnetism developed rapidly in the nineteenth cen­tury, and significant insights about gravity were in place before 1900, phys­ics was the driving force of the major advances in technology that shaped the twentieth century. A comprehensive view of the relationship between matter and energy was first developed in that century, when the strong and weak nuclear forces joined the electromagnetic and gravitational forces to constitute what we see now as the complete set of four interactions that govern the universe.

Albert Einstein's "annus mirabilis papers" of 1905 started the century on a positive note. Einstein's seminal contributions on special relativity, matter, and energy equivalence (1905c), on the photoelectric effect (1905b), and on Brownian motion (1905a) changed physics. Those publications, together with our ever-growing understanding of electromagnetism, started a series of developments that led to today's computer and communications technologies.

The 1920s brought quantum mechanics, a counter-intuitive theory of light and matter that resulted from the work of many physicists. One of the first contributions came from Louis de Broglie, who asserted that particles can behave as waves and that electromagnetic waves sometimes behave like particles. Other essential contributions were made by Erwin Schrodinger (who established, for the first time, the probabilistic base for quantum mechanics) and by Werner Heisenberg (who established the impossibility of precisely and simultaneously measuring the position and the momen­tum of a particle). The philosophical questions raised by these revolution­ary theories remain open today, even though quantum mechanics has proved to be one of the most solid and one of the most precisely tested physical theories of all time.

After World War II, Julian Schwinger, Richard Feynman, and Sin-Itiro Tomonaga independently proposed techniques that solved numerical dif­ficulties with existing quantum theories, opening the way for the establish­ment of a robust theory of quantum electrodynamics. Feynman was also a talented storyteller and one of the most influential popular science writers of all time. In making complicated things easy to understand, few books match his QED: The Strange Theory of Light and Matter (1985).

High-energy physics led to a range of new discoveries, and a whole zoo of sub-atomic particles enriched the universe of particle physics. The idea that fundamental forces are mediated by particles (photons for the electro­magnetic force, mesons for the nuclear forces) was verified experimentally. A number of other exotic particles, including positrons (the antimatter version of the electron), anti-protons, anti-neutrons, pions, kaons, muons, taus, neutrinos, and many others—joined the well-known electrons, neu­trons, protons, and photons as constituents of matter and energy. At first these particles were only postulated or were found primarily by the ionized trails left by cosmic rays, but with particle accelerators such as those at CERN and Fermilab they were increasingly produced. And even more exotic particles, including the weakly interacting massive particle (WIMP), the W particle, the Z° particle, and the elusive Higgs boson, joined the party, and will keep theoretical physicists busy for many years to come in their quest for a unifying theory of physics.

A number of more or less exotic theories were proposed to try to unify gravity with the other three forces (strong interaction, electromagnetic interaction, and weak interaction), using as few free parameters as is possible, in a great unifying theory. These theories attempt to replace the standard model, which unifies the electromagnetic, strong, and weak inter­actions and which comprises quantum electrodynamics and quantum chromodynamics. Among the most popular are string theories, according to which elementary particles are viewed as oscillating strings in some higher-dimensional space. For example, the popular M-theory (Witten

1. requires space-time to have eleven dimensions—hardly a parsimoni­ous solution. So far, no theory has been very successful at predicting observed phenomena without careful tuning of parameters after the fact.

At the time of this writing, the Large Hadron Collider at CERN, in Swit­zerland, represents the latest effort to understand the world of high-energy physics. In 2012, scientists working at CERN were able to detect the elusive Higgs boson, the only particle predicted by the standard model that had never been observed until then. The fact that such a particle had never been observed before is made even more curious by the fact that it should be responsible for the different characteristics of photons (which mediate elec­tromagnetic force, and are massless) and the massive W and Z bosons (which mediate the weak force).

The existing physical theories are highly non-intuitive, even for experts. One of the basic tenets of quantum physics is that the actual outcome of an observation cannot be predicted, although its probability can be computed. This simple fact leads to a number of highly counter-intuitive results, such as the well-known paradox of Schrodinger's cat (Schrodinger 1935) and the Einstein-Podolsky-Rosen paradox (Einstein, Podolsky, and Rosen 1935).

Schrodinger proposed a thought experiment in which the life of a cat that has been placed in a sealed box depends on the state of a radioactive atom that controls, through some mechanism, the release of a poisonous substance. Schrodinger proposed that, until an observation by an external observer took place, the cat would be simultaneously alive and dead, in a quantum superposition of macroscopic states linked to a random subatomic event with a probability of occurrence that depends on the laws of quan­tum mechanics.

Schrodinger's thought experiment, conceived to illustrate the paradoxes that result from the standard interpretation of quantum theory, was, in part, a response to the Einstein-Podolsky-Rosen (EPR) paradox, in which the authors imagine two particles that are entangled in their quantum states, creating a situation such that measuring a characteristic of one par­ticle instantaneously makes a related characteristic take a specific value for the other particle. The conceptual problem arises because pairs of entangled particles are created in many physical experiments, and the particles can travel far from each other after being created. Measuring the state of one of the particles forces the state of the other to take a specific value, even if the other particle is light-years away. For example, if a particle with zero spin, such as a photon, decays into an electron and a positron (as happens in PET imaging, which we will discuss in chapter 9), each of the products of the decay must have a spin, since the spins must be opposite on account of the conservation of spin. But only when one of the particles is measured can its spin be known. At that exact moment, the spin of the other particle will take the opposite value, no matter how far apart they are in space. Such "spooky" instant action at a distance was deemed impossible, according to the theory of relativity, because it could be used to transmit information at a speed exceeding that of light. Posterior interpretations have shown that the entanglement mechanism cannot in fact be used to transmit informa­tion, but the "spooky action-at-a-distance" mechanism (Einstein's expres­sion) remains as obscure as ever.

The discussions and excitement that accompanied the aforementioned paradoxes and other paradoxes created by quantum mechanics would probably have gone mostly unnoticed by the general public had it not been for their effects on the real world. Many things we use in our daily lives would not be very different if physics had not developed the way it did. We are still raising cattle and cultivating crops much as our forebears did, and we go around in cars, trains, and planes that, to a first approximation, have resulted from the first industrial revolutions and could have been devel­oped without the advantages of modern physics.

There are, however, two notable exceptions. The first was noticed by the whole world on August 6,1945, when an atomic bomb with a power equiv­alent to that of 12-15 kilotons of TNT was detonated over Hiroshima. The secret Manhattan Project, headed by the physicist J. Robert Oppenheimer, had been commissioned, some years before, to explicitly explore the pos­sibility of using Einstein's equation E = me2 to produce a bomb far more powerful than any that existed before. The further developments of fission- based and fusion-based bombs are well known.

The second exception, less noticeable at first, was the development of an apparently simple device called the transistor. Forty years later, it would launch humanity into the most profound revolution it has ever witnessed.

Transistors, Chips, and Microprocessors

The first patent for a transistor-like device (Lilienfeld 1930) dates from 1925. Experimental work alone led to the discovery of the effect that makes transistors possible. However, the understanding of quantum mechanics and the resulting field of solid-state physics were instrumental in the realization that the electrical properties of semiconductors could be used to obtain behaviors that could not be obtained using simpler electrical components, such as resistors and capacitors.

In 1947, researchers at Bell Telephone Laboratories observed that when electrical contacts were applied to a germanium crystal (a semiconductor) the output signal had more power than the input signal. For this discovery, which may have been the most important invention ever, William Shock- ley, John Bardeen, and Walter Brattain received the Nobel Prize in Physics in 1956. Shockley, foreseeing that such devices could be used for many important applications, set up the Shockley Semiconductor Laboratory in Mountain View, California. He was at the origin of the dramatic transfor­mations that would eventually lead to the emergence of modem computer technology.

A transistor is a simple device with three terminals, one of them a controlling input. By varying the voltage at this input, a large change in electrical current through the two other terminals of the device can be obtained. This can be used to amplify a sound captured by a microphone or to create a powerful radio wave. A transistor can also be used as a controlled switch.

The first transistors were bipolar junction transistors. In such transistors, a small current also flows through the controlling input, called the base. Other types of transistors eventually came to dominate the technology. The metal-oxide-semiconductor field-effect transistor (MOSFET) is based on dif­ferent physical principles, but the basic result is the same: A change in volt­age in the controlling input (in this case called the gate) creates a significant change in current through the two other terminals of the device (in this case called the source and the drain). From the simple description just given, it may be a little difficult to understand why such a device would lead to the enormous changes that have occurred in society in the last thirty years, and to the even larger changes that will take place in coming decades. Vacuum tubes, first built in the early twentieth century, exhibit a behavior similar to that of transistors, and can indeed be used for many of the same purposes. Even today, vacuum tubes are still used in some audio amplifiers and in other niche applications. Even though transistors are much more reliable and break down much less frequently than vacuum tubes, the critical dif­ference, which took several decades to exploit to its full potential, is that, unlike vacuum tubes, transistors can be made very small, in very large num­bers, and at a very small cost per unit. Although the British engineer Geof­frey Dummer was the first to propose the idea that many transistors could be packed into an integrated circuit, Jack Kilby and Robert Noyce deserve the credit for realizing the first such circuits, which required no connecting wires between the transistors.

Transistors, tightly packed into integrated circuits, have many uses. They can be used to amplify, manipulate, and generate analog signals, and indeed many devices, such as radio and television receivers, sound amplifiers, cel­lular phones, and GPS receivers, use them for that purpose. Transistors haveenabled circuit designers to pack into very small volumes amplifiers and other signal-processing elements that could not have been built with vac­uum tubes or that, if built with them, would have occupied a lot of space and weighed several tons. The development of personal mobile communi­cations was made possible, in large measure, by this particular application of transistors.

However, the huge effect transistor technology has in our lives is due even more to the fact that integrated circuits with large numbers of transis­tors can be easily mass produced and to the fact that transistors can be used to process digital information by behaving as controlled on-off switches. Digital computers manipulate data in binary form. Numbers, text, images, sounds, and all other types of information are stored in the form of very long strings of bits (binary digits—zeroes and ones). These binary digits are manipulated by digital circuits and stored in digital memories. Digital cir­cuits and memories are built out of logic gates, all of them made of transis­tors. For example, a nand gate has two inputs and one output. Its output is 0 if and only if both inputs are 1. This gate, one of the simplest gates pos­sible, is built using four transistors, as shown in figure 3.3a, which shows
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**Figure 3.3**
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four MOSFETs: two of type N at the bottom and two of type P at the top. A type N MOSFET behaves like a closed switch if the gate is held at a high voltage, and like an open switch if the gate is held at a low voltage. A P MOSFET, which can be recognized because it has a small circle on the gate, behaves in the opposite way. It behaves like a closed switch when the gate is held at a low voltage, and like an open switch when the gate is held at a high voltage.

If both X and Y (the controlling inputs of the transistors) are at logical value 1 (typically the supply voltage, 7DD), the two transistors shown at the bottom of figure 3.3a work as closed switches and connect the output Z to the ground, which corresponds to the logical value 0. If either X or Y (or both) is at the logical value 0 (typically ground, or 0 volt), or if both of them are, then at least one of the two transistors at the bottom of figure 3.3a works as an open switch and one (or both) or the top transistors works as a closed switch, pulling the value of Z up to Fdd, which corresponds to logical value 1. This corresponds in effect to computing Z = X aY, where the bar denotes negation and a denotes the logic operation and. This is the func­tion with the so-called truth table shown here as table 3.1.

Besides nand gates there are many other types of logic gates, used to compute different logic functions. An inverter outputs the opposite logic value of its input and is, in practice, a simplified nand gate with only two transistors, one of type P and one of type N. An and gate, which computes the conjunction of the logical values on the inputs and outputs 1 only when both inputs are 1, can be obtained by using a nand gate followed by an inverter. Other types of logic gates, including or gates, exclusive-or gates, and nor gates, can be built using different arrangements of transistors and basic gates. More complex digital circuits are built from these simple logic gates.

**Table 3.1**

A truth table for logic function nand.

***X Y Z***

0 0 1

0 1 1

1 0 1

1 1 0
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**40**

**Chapter 3**

In fact, circuits built entirely of nand gates can compute additions, subtractions, multiplications, and divisions of numbers written in binary,
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**Figure 3.4**

as well as any other functions that can be computed by logic circuits. In practice, almost all complex digital circuits are built using nand gates, nor gates, and inverters, because these gates not only compute the logic func­tion but also regenerate the level of the electrical signal, so it can be used again as input to other logic gates. Conceptually, a complete computer can be built of nand gates alone; in fact, a number of them have been built in that way.

Internally, computers manipulate only numbers written in binary form. Although we are accustomed to the decimal numbering system, which uses the digits 0 through 9, there is nothing special about base 10. That base probably is used because humans have ten fingers and so it seemed to be natural. A number written in base 10 is actually a compact way to describe a weighted sum of powers of 10. For instance, the number 121 represents

1 x 102 + 2 x 101 + 1 x 10°,

because every position in a number corresponds to a specific power of 10.

When writing numbers in other bases, one replaces the number 10 with the value of the base used. If the base is smaller than 10, fewer than ten symbols are required to represent each digit. The same number, 121 in base 10, when written in base 4, becomes

1**x**43 + 3 **x** 42 + 2 **x** 41 +1**x**4°

(which also can be written as 13214, the subscript denoting the base). In base 2, powers of 2 are used and there are only two digits, 0 and 1, which can be conveniently represented by two electrical voltage levels—for exam­ple, 0 and 5 V. The same number, 12110 in base 10, becomes, in base 2, 11110012, which stands for

1 x 26 + 1 x 2s + 1 x 24 + 1 x 23 + 0 x 22 + 0 x 21 + 1 x 2°.

Arithmetic operations between numbers written in base 2 are performed using logic circuits that compute the desired functions. For instance, if one is using four-bit numbers and wishes to add 710 and 210, then one must add the equivalent representations in base 2, which are 01112 and 00102.

The addition algorithm, shown in figure 3.5, is the one we all learned in elementary school. The algorithm consists in adding the digits, column by column, starting from the right, and writing the carry bit from the previous column above the next column to the left. The only difference is that for each column there are only four possible com bin a Hone of o-—

Carry

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| A | 0 | 1 | 1 | 1 |
| B | + 0 | 0 | 1 | 0 |
| C | 1 | 0 | 0 | 1 |

Figure 3.5

Adding together the numbers OIII2 and OOIO2.

Table 3.2

Logic functions for the addition of two binary digits. C gives the value of the result bit; Cout gives the result of the carry bit.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| A | B | Cin | c | Cout |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 |
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It is easy to verify by inspection that the function C is given by the exclusive-or of the three input bits, a function that takes the value 1 when an odd number of bits are 1. The function Cout is given by the majority function of the same three input bits.

Therefore, the circuit on the left of figure 3.6 computes the output (Q and the carry out (Cout) of its inputs, A, B, and Cin. More interestingly, by
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Figure 3.6

(a) A single-bit adder, (b) A four-bit adder, shown adding the numbers 0111 and 0010 in binary­wiring together four of these circuits one obtains a four-bit adder, like the one shown on the right of figure 3.6. In this four-bit adder, the topmost single-bit adder adds together the least significant bits of numbers A and B and the carry bit propagates through the chain of adders. This circuit per­forms the addition of two four-bit numbers, using the algorithm (and the values in the example) from figure 3.5.

More complex circuits (for example, multipliers, which compute the product of two binary numbers) can be built out of these basic blocks. Mul­tiplications can be performed by specialized circuits or by adding the same number multiple times, using the same algorithm we learned in elementary school. Building blocks such as adders and multipliers can then be inter­connected to form digital circuits that are general in the sense that they can execute any sequence of basic operations between binary numbers. The humble transistor thus became the workhorse of the computer industry, making it possible to build cheaply and effectively the adders and multipli­ers Thomas Hobbes imagined, in 1651, as the basis of all human reasoning and memory.

Transistors and logic gates, when arranged in circuits that store binary values over long periods of time, can also be used to build computer memo­ries. Such memories, which can store billions or trillions of bits, are part of every computer in use today. Transistors can, therefore, be used to build general-purpose circuits that compute all possible logic operations quickly, cheaply, and effectively. A sufficiently complex digital circuit can be instructed to add the contents of one memory position to the contents of another memory position, and to store the result in a third memory posi­tion. Digital circuits flexible enough to perform these and other similar operations are called Central Processing Units (CPUs). A CPU is the brain of every computer and almost every advanced electronic device we use today. CPUs execute programs, which are simply long sequences of very simple operations. (In the next chapter, I will explain how CPUs became the brains of modern computers as the result of pioneering work by Alan Turing, John von Neumann, and many, many others.)

The first digital computers were built by interconnecting logic gates made from vacuum tubes. They were bulky, slow, and unreliable. The ENIAC—the first fully electronic digital computer, announced in 1946— contained more than 17,000 vacuum tubes, weighted more than 27 tons, and occupied more than 600 square feet.

When computers based on discrete transistors became the norm, large savings in area occupied and in power consumed were achieved. But the real breakthrough came when designers working for the Intel Corporation recognized that they could use a single chip to implement a CPU. Such chips came to be called microprocessors. The first single-chip CPU—the 4004 processor, released in 1971—manipulated four-bit binary numbers, had 2,300 transistors, and weighted less than a gram. A present-day high-end microprocessor has more than 3 billion transistors packed in an area about the size of a postage stamp (Riedlinger et al. 2012).

Nowadays, transistors are mass produced at the rate of roughly 150 tril­lion (1.5 x 1014) per second. More than 3 x 1021 of them have been produced to date. This number compares well with some estimates of the total num­ber of grains of sand on Earth. In only a few years, we will have produced more transistors than there are synapses in the brains of all human beings currently alive.

The number of transistors in microprocessors has grown rapidly since 1971. following an approximately exponential curve which is known as

Moore's Law. (In 1965, Intel's co-founder, Gordon Moore, first noticed that the number of transistors that could be placed inexpensively on an inte­grated circuit increased exponentially over time, doubling approximately every two years.) Figure 3.7 depicts the increase in the number of transistors in Intel's microprocessors since the advent of the 4004. Note that, for convenience, the number of transistors is shown in a logarithmic scale. Although the graph is relative to only a small number of microprocessors from one supplier, it illustrates a typical case of Moore's Law. In this case, the number of transistors in microprocessors has increased by a factor of a little more than 2Z0 in 41 years. This corresponds roughly to a factor of 2 every two years.

Many measures of the evolution of digital electronic devices have obeyed a law similar to Moore's. Processing speed, memory capacity, and sensor sensitivity have all been improving at an exponential rate that approaches the rate predicted by Moore's Law. This exponential increase is at the origin of the impact digital electronics had in nearly every aspect of our lives. In fact, Moore's Law and the related exponential evolution of digital tech­nologies are at the origin of many of the events that have changed society profoundly in recent decades.
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Figure 3.7

Evolution of the number of transistors of Intel microprocessors.

Other digital technologies have also been improving at an exponential rate, though in ways that are somewhat independent of Moore's Law. Kryder's Law states that the number of bits that can be stored in a given area in a magnetic disk approximately doubles every 13 months. Larry Roberts has kept detailed data on the improvements of communication equipment and has observed that the cost per fixed communication capacity has decreased exponentially over a period of more than ten years.

For the case of Moore's Law, the progress is even more dramatic than that shown in figure 3.7 because the speed of processors has also been increasing. In a very simplified view of processor performance, the compu­tational power increases with both the number of transistors and the speed of the processor. Therefore, processors have increased in computational power by a factor of about 30 billion over the period 1971-2012, which cor­responds to a doubling of computational power every 14 months.

The technological advances in digital technologies that led to this expo­nential growth are unparalleled in other fields of science, with a single exception (which I will address in chapter 7): DNA sequencing. The transportation, energy, and building industries have also seen significant advances in recent decades. None of those industries, however, was subject to the type of exponential growth that characterized semiconductor tech­nology. To put things in perspective, consider the fuel efficiency of auto­mobiles. In approximately the same period as was discussed above, the fuel efficiency of passenger cars went from approximately 20 miles per gallon to approximately 35. If cars had experienced the same improvement in efficiency over the last 40 years as computers, the average passenger car would be able to go around the Earth more than a million times on one gallon of fuel.

The exponential pace of progress in integrated circuits has fueled the development of information and communication technologies. Comput­ers, interconnected by high-speed networks made possible by digital circuit technologies, became, in time, the World Wide Web—a gigantic network that interconnects a significant fraction of all the computers in existence.

There is significant evidence that, after 25 years, Moore's Law is running out of steam—that the number of transistors that can be packed onto a chip is not increasing as rapidly as in the past. But it is likely that other technolo­gies will come into play, resulting in a continuous (albeit slower) increase in (■no nnwer of computers.

The Rise of the Internet

In the early days of digital computers, they were used mostly to replace human computers in scientific and military applications. Before digital computers, scientific and military tables were computed by large teams of people called human computers. In the early 1960s, mainframes (large computers that occupied entire rooms) began to be used in business appli­cations. However, only in recent decades has it become clear that comput­ers are bound to become the most pervasive appliance ever created.

History is replete with greatly understated evaluations of the future developments of computers. A probably apocryphal story has it that in 1943 Thomas Watson, the founder of IBM, suggested that there would be a worldwide market for perhaps five computers. As recently as 1977, Ken Olson, chairman and founder of the Digital Equipment Corporation, was quoted as saying "There is no reason anyone would want a computer in their home." In 1981, Bill Gates, chairman of Microsoft, supposedly stated that 640 kilobytes of memory ought to be enough for anyone. All these predictions vastly underestimated the development of computer technol­ogy and the magnitude of its pervasiveness in the modern world.

However, it was not until the advent of the World Wide Web (which began almost unnoticeably in 1989 as a proposal to interlink documents in different computers so that readers of one document could easily access other related documents) that computers entered most people's daily lives. The full power of the idea of the World Wide Web was unleashed by the Internet, a vast network of computers, interconnected by high-speed com­munications equipment, that spans the world. The Internet was born in the early 1970s when a group of researchers proposed a set of communication protocols known as TCP/IP and created the first experimental networks interconnecting different institutions.

The TCP/IP protocol soon enabled thousands of computers, and later millions, to become interconnected and to exchange files and documents. The World Wide Web was made easily accessible, even to non-expert users, by the development of Web browsers—programs that display documents and can be used to easily follow hypertext links. The first widely used Web browser—Mosaic, developed by a team at the University of Illinois at Urbana-Champaign, led by Marc Andreessen—was released in 1993, and represented a turning Doint for the World Wide Web. The vrowth nf
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Figure 3.8

Evolution of the number of users of the Internet.

Internet and the popularity of the World Wide Web took the world by sur­prise. Arguably, no phenomenon has changed so rapidly and so completely the culture and daily life around the world as the Internet.

Figure 3.8 plots the number of users since the beginning of the Internet. The number of users grew from just a few in 1993 to a significant fraction of the world population in twenty years. Probably no other technology (except some that were developed on top of the Web) has changed the world as rapidly as the World Wide Web has.

Initially, the World Wide Web gave users access to documents stored in servers (large computers, maintained by professionals, that serve many users at once). Development of the content stored in these servers was done mostly by professionals or by advanced users. However, with the develop­ment of more user-friendly applications and interfaces it became possible for almost any user to create content, be it text, a blog, a picture, or a movie. That led to what is known as Web 2.0 and to what is known in network theory as quadratic growth of the Web's utility. For example, if the number of users doubles, and all of them contribute to enriching the Web, the amount of knowledge that can be used by the whole community grows by a factor of 4, since twice as many people have access to twice as much knowledge. This quadratic growth of the network utility has fueled devel­opment of new applications and uses of the World Wide Web, many of them unexpected only a few years aeo.

The Digital Economy

Easy access to the enormous amounts of information available on the World Wide Web, by itself, would have been enough to change the world. Many of us can still remember the effort that was required to find informa­tion on a topic specialized enough not to have an entry in a standard encyclopedia. Today, a simple Internet search will return hundreds if not thousands of pages about even the most obscure topic. With the advent of Web 2.0, the amount of information stored in organized form exploded. At the time of this writing, the English version of the online encyclopedia Wikipedia includes more than 4.6 million articles containing more than a billion words. That is more than 30 times the number of words in the largest English-language encyclopedia ever published, the Encyclopaedia Britannica. The growth of the number of articles in Wikipedia (plotted in figure 3.9) has followed an accelerating curve, although it shows a tendency to decelerate as Wikipedia begins to cover a significant fraction of the world knowledge relevant to a large set of persons.

Wikipedia is just one of the many examples of services in which a mul­titude of users adds value to an ever-growing community, thus leading to a quadratic growth of utility. Other well-known examples are YouTube (which makes available videos uploaded by users), Flickr and Instagram (photos),
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and an array of social networking sites, of which the most pervasive is Face- book. A large array of specialized sites cater to almost any taste or persua­sion, from professional networking sites such as Linkedln to Twitter (which lets users post 140-character messages any time, from anywhere, using a computer or a cell phone).

Electronic commerce—that is, use of the Web to market, sell, and ship physical goods—is changing the world's economy in ways that were unpre­dictable just a decade ago. It is now common to order books, music, food, and many other goods online and have them delivered to one's residence. In 2015 Amazon became the world's most valuable retailer, outpacing the biggest brick-and-mortar stores. Still, Amazon maintains physical facilities to store and ship the goods it sells. In a more radical change, Uber and Airbnb began to offer services (respectively transportation and lodging) using an entirely virtual infrastructure; they now pose serious threats to the companies that used to provide those services in the form of physical facili­ties (cabs and hotels).

Online games offer another example of the profound effects computers and the Internet can have on the way people live their daily lives. Some massively multiplayer online role-playing games (MMORPGs) have amassed very large numbers of subscribers, who interact in a virtual game world. The players, interconnected through the Internet, develop their game-play­ing activities over long periods of time, building long-term relationships and interacting in accordance with the rales of the virtual world. At the time of this writing, the most popular games have millions of subscribers, the size of the population of a medium-size country. Goods existing only in the virtual world of online games are commonly traded, sometimes at high prices, in the real world.

Another form of interaction that may be a harbinger of things to come involves virtual worlds in which people can virtually live, work, buy and sell properties, and pursue other activities in a way that mimics the real world as closely as technology permits. The best-known virtual-world simu­lator of this type may be Second Life, launched in 2003. Second Life has a parallel economy, with a virtual currency that can be exchanged in the same ways as conventional currency. Second Life citizens can develop a number of activities that parallel those in the real world. The terms of ser­vice ensure that users retain copyright for content they create, and the sys­tem provides simple facilities for managing digital rights. At present the

interfaces and relatively low-resolution computer-generated images are used to interact with the virtual world. Despite its relatively slow growth, Second Life now boasts about a million regular users.

This is a very brief and necessarily extremely incomplete overview of the impact of Internet technology on daily life. Much more information about these subjects is available in the World Wide Web, for instance, in Wikipedia. However, even this cursory description is enough to make it clear that there are millions of users of online services that, only a few years ago, simply didn't exist.

One defining aspect of present-day society is its extreme dependency on information and communication technologies. About sixty years ago, IBM was shipping its first electronic computer, the 701. At that time, only an irrelevant fraction of the economy was dependent on digital technologies. Telephone networks were important for the economy, but they were based on analog technologies. Only a vanishingly small fraction of economic output was dependent on digital computers.

Today, digital technologies are such an integral part of the economy that it is very difficult, if not impossible, to compute their contribution to eco­nomic output. True, it is possible to compute the total value created by makers of computer equipment, by creators of software, and, to a lesser extent, by producers of digital goods. However, digital technologies are so integrated in each and every activity of such a large fraction of the popula­tion that it isn't possible to compute the indirect contribution of these technologies to the overall economy. A number of studies have addressed this question but have failed to assign concrete values to the contributions of digital technologies to economic output.

It is clear, however, that digital technologies represent an ever-increasing fraction of the economy. This fraction rose steadily from zero about sixty years ago to a significant fraction of the economic output today. In the United States, the direct contribution of digital technologies to the gross domestic product (GDP) is more than a trillion dollars (more than 7 percent of GDP), and this fraction has increased at a 4 percent rate in the past two decades (Schreyer 2000)—a growth unmatched by any other industry in his­tory. This, however, doesn't consider all the effects of digital technologies on everyday life that, if computed, would lead to a much higher fraction of GDP.

There is no reason to believe that the growth in the importance of digital technologies in the economy will come to a stop, or even that the rate of

ample evidence that these technologies will account for an even greater percentage of economic output in coming decades. It may seem that, at some point, the fraction of GDP due to digital technologies will stop grow­ing. After all, some significant needs (e.g., those for food, housing, trans­portation, clothing, and energy) cannot be satisfied by digital technologies, and these needs will certainly account for some fixed minimum fraction of overall economic activity. For instance, one may assume, conservatively, that some fixed percentage (say, 50 percent) of overall economic output must be dedicated to satisfying actual physical needs, since, after all, there is only so much we can do with computers, cell phones and other digital devices. That, however, is an illusion based on the idea that overall eco­nomic output will, at some point, stagnate—something that has never hap­pened and that isn't likely to happen any time soon. Although basic needs will have to be satisfied (at least for quite a long time), the potential of new services and products based on digital technology is, essentially, unbounded. Since the contribution of digital technologies to economic growth is larger than the contribution of other technologies and products, one may expect that, at some point in the future, purely digital goods will represent the larger part of economic output. In reality, there is no obvious upper limit on the overall contribution of the digital economy. Unlike physical goods, digital goods are not limited by the availability of physical resources, such as raw materials, land, or water. The rapid development of computer technology made it possible to deploy new products and services without requiring additional resources, other than the computing platforms that already exist. Even additional energy requirements are likely to be mar­ginal or even non-existent as computers become more and more energy efficient.

This is nothing new in historical terms. Only a few hundred years ago, almost all of a family's income was used to satisfy basic needs, such as those for food and housing. With the technological revolutions, a fraction of this income was channeled to less basic but still quite essential things, such as transportation and clothing. The continued change toward goods and ser­vices that we deem less essential is simply the continuation of a trend that was begun long ago with the invention of agriculture.

One may think that, at some point, the fraction of income channeled into digital goods and services will cease to increase simply because people will have no more time or more resources to dedicate to the use of these

technologies. After all, how many hours a day can one dedicate to watching digital TV, to browsing the Web, or to phone messaging? Certainly no more than 24, and in most cases much less. Some fraction of the day must be, after all, dedicated to eating and sleeping. However, this ignores the fact that the digital economy may create value without direct intervention of human beings. As we will see in chapter 11, digital intelligent agents may, on their behalf or on behalf of corporations, create digital goods and ser­vices that will be consumed by the rest of the world, including other digital entities. At some point, the fraction of the overall economic output actually attributable to direct human activity will be significantly less than 100 per­cent. To a large extent, this is already the case today. Digital services that already support a large part of our economy are, in fact, performed by com­puters without any significant human assistance. However, today these services are performed on behalf of some company that is, ultimately, con­trolled by human owners or shareholders. Standard computation of eco­nomic contributions ultimately attributes the valued added by a company to the company's owners.

In this sense, all the economic output generated today is attributable to human activities. It is true that in many cases ownership is difficult to trace, because companies are owned by other companies. However, in the end, some person or group of persons will be the owner of a company and, therefore, the generator of the economic output that is, in reality, created by very autonomous and, in some cases, very intelligent systems. This situ­ation will remain unchanged until the day when some computational agent is given personhood rights, comparable to those of humans or corpo­rations, and can be considered the ultimate producer of the goods or ser­vices. At that time, and only at that time, we will have to change the way we view the world economy as a product of human activity.

However, before we get to that point, we have to understand better why computers have the potential to be so disruptive, and so totally different from any other technology developed in the past. The history of computers predates that of the transistor and parallels the history of the discovery of electricity. Whereas the construction of computers that actually worked had to await the existence of electronic devices, the theory of computation has its own parallel and independent history.
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4 The Universal Machine

Computers are now so ubiquitous that it is hard to imagine a time when the very concept of computer didn't exist. The word computer, referring to a person who carried out calculations, or computations, was probably used for the first time in the seventeenth century, and continued to be used in that sense until the middle of the twentieth century. A computer is some­one or something that executes sequences of simple calculations—sequences that can be programmed. Several mechanical calculating devices were built in the sixteenth and seventeenth centuries, but none of them was program­mable. Charles Babbage was the first to design and partially build a fully programmable mechanical computer; he called it the Analytical Engine.

The Analytical Engine

The Analytical Engine was a successor to the Difference Engine, a calculator designed and built by Babbage to automate the computation of astronomi­cal and mathematical tables. Its workings were based on a tabular arrange­ment of numbers arranged in columns. The machine stored one decimal number in each column and could add the value of one cell in column n + 1 to that of one cell in column n to produce the value of the next row in column n. This type of repetitive computation could be used, for example, to compute the values of polynomials.

To understand the operation of the Difference Engine, it is useful to look at a concrete example. Consider, for instance, the function defined by the polynomial P(x) - x2 + 2x + 2. Tabulating its values for the first few values of x, and the successive differences, yields the table shown here as table 4.1. As is clear from this table, the second-order differences for this polynomial are
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Table 4.1

Differences used by the Difference Engine.

|  |  |  |  |
| --- | --- | --- | --- |
| X | P(x) | D1 | D2 |
| 1 | 5 |  |  |
| 2 | 10 | 5 |  |
| 3 | 17 | 7 | 2 |
| 4 | 26 | 9 | 2 |
| 5 | 37 | 11 | 2 |
| 6 | 50 | 13 | 2 |

characteristic enables us to compute the value of the polynomial at any point without any multiplication. For instance, the value of the polynomial at x = 7 can be obtained by summing 2 (the constant in column D2) and the value 13 in column D1 and then adding the result and the value 50 in column P{x) to obtain 65.

The Difference Engine was programmed by setting the initial values on the columns. Column P{x) was set to the value of the polynomial at the start of the computation for a number of rows equal to the degree of the polynomial plus 1. The values in column D1 were obtained by computing the differences between the consecutives points of the polynomial. The initial values in the next columns were computed manually by subtracting the values in consecutive rows of the previous column. The engine then computed an arbitrary number of rows by adding, for each new row, the value in the last cell in a column to the value in the last cell in the previous column, starting with the last column, until it reached column P(x), thereby computing the value of the polynomial for the next value of x.

The Difference Engine performed repetitive computations, but it couldn’t be programmed to perform an arbitrary sequence of them; therefore, it can­not be considered a programmable computer. Babbage's second design, the Analytical Engine, was much more ambitious, and is usually considered the first truly programmable computer.

Babbage conceived carefully detailed plans for the construction of the Analytical Engine and implemented parts of it. (One part is shown here in figure 4.1.) The program and the data were to be given to the engine by means of punched cards (the same method used in the Jacquard loom, which was mentioned in chapter 2 as one of the results of the first indus­trial revolution). The Analytical Engine would generate its output using a

![C:\Users\ANITAC~1\AppData\Local\Temp\FineReader12.00\media\image20.png](data:image/png;base64,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)

Figure 4.1

A part of the Analytical Engine now on exhibition at the Science Museum in London.

printer, but other output devices would also be available—among them a card puncher that could be used to generate future input.

The machine's memory was to hold 1,000 numbers of 50 decimal digits each. The central processing unit would perform the four arithmetic operations as well as comparisons. The fundamental operation of the Ana­lytical Engine was to be addition. This operation and the other elementary operations—subtraction, multiplication, and division—were to be per­formed in a "mill". These operations were to be performed by a system of rotating cams acting upon or being actuated by bell cranks and similar devices.

The programming language to be employed by users was at the same level of abstraction as the assembly languages used by present-day

CPUs. An assembly language typically enables the programmer to specify a sequence of basic arithmetic and logic operations between different mem­ory locations and the order in which these operations are to be performed. The programming language for the Analytical Engine included control instmctions such as loops (by which the computer would be instructed to repeat specific actions) and conditional branching (by which the next instmction to be executed was made to depend on some already-computed value).

Had it been built, the Analytical Engine would have been a truly general- purpose computer. In 1842, Luigi Menabrea wrote a description of the engine in French; it was translated into English in the following year (Menabrea and Lovelace 1843), with annotations by Ada Lovelace (Lord Byron's daughter), who had become interested in the engine ten years earlier. In her notes—which are several times the length of Menabrea's description—Lovelace recognizes the machine's potential for the manipula­tion of symbols other than numbers:

Again, it might act upon other things besides number, were objects found whose mutual fundamental relations could be expressed by those of the abstract science of operations, and which should be also susceptible of adaptations to the action of the operating notation and mechanism of the engine. Supposing, for instance, that the fundamental relations of pitched sounds in the science of harmony and of musi­cal composition were susceptible of such expression and adaptations, the engine might compose elaborate and scientific pieces of music of any degree of complexity or extent.

She also proposes what can be considered the first accurate description of a computer program: a method for using the machine to calculate Bernoulli numbers. For these contributions, Ada Lovelace has been considered the first computer programmer and the first person to recognize the ability of computers to process general sequences of symbols rather than only num­bers. The programming language Ada was named in her honor.

Technical and practical difficulties prevented Charles Babbage from building a working version of the Analytical Engine, although he managed to assemble a small part of it before his death in 1871. A working version of Babbage's Difference Engine No. 2, which incorporates some ideas from the Analytical Engine, was finally built in 1992 and is on display in the Science Museum in London.

Turing Machines and Computers

After Babbage, the next fundamental advance in computing came from the scientist and mathematician Alan Turing, who proposed a model for an abstract symbol-manipulating device used to study the properties of algo­rithms, programs, and computations. (See Turing 1937.)

A Turing machine isn't intended to be a practical computing machine; it is an abstract model of a computing device. A deterministic Turing machine (which I will refer to in this chapter simply as a Turing machine or as a machine) consists of the following:

* An infinite tape divided into cells. Each cell contains a symbol from some finite alphabet. The alphabet contains a special blank symbol and one or more other symbols. Cells that have not yet been written are filled with the blank symbol.
* A tape head that can read and write symbols on the tape and move the tape left or right one cell at a time.
* A state register that stores the present state of the machine. Two special states may exist, an accept state and a reject state. The machine stops when it enters one of these states, thus defining whether the input has been accepted or rejected.
* A state-transition graph, which specifies the transition function. For each configuration of the machine, this graph describes what the tape head should do (erase a symbol or write a new one and move left or right) and the next state of the machine.

Figure 4.2 is a schematic diagram of a Turing machine. The state-transi­tion graph describes the way the finite-state controller works. In this par­ticular case, the state-transition graph has four states (represented by circles) and a number of transitions between them (represented by arrows connect­ing the circles). The controller works by changing from state to state accord­ing to the transitions specified. Each transition is specified by an input/ output pair, the input and the output separated by a "slash." In the simple case illustrated in figure 4.2, the Turing machine has no input. Therefore, the transitions do not depend on the input, and only the outputs are shown. Figure 4.4 illustrates a slightly more complex case in which each transition is marked with an input/output pair.

Figure 4.2 is based on the first example proposed by Turing in his 1937
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outline) and the states c, e, and f. Since the machine has no accept state and no reject state, it runs forever and simply writes the infinite sequence 'O','', ‘V, '', 'O', '', ‘V ... on the tape. Its behavior is simple to understand. The machine starts in state b, with the tape filled with blank symbols. The state- transition graph tells the machine to write a zero (PO), move to the right (R), and change to state c. In state c, the machine is told to move to the right (R) and not write anything, leaving a blank on the tape. The succeeding moves will proceed forever in essentially the same way. In figure 4.2, the controller is in state f and the machine will proceed to state b, moving the head to the right. Although this example is a very simple one, and the machine per­forms a very simple task, it isn't difficult to understand that much more complex tasks can be carried out. For example, a Turing machine can be programmed to add two binary numbers, written on the tape, and to write the result back on the tape. In fact, a Turing machine can be programmed
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Figure 4.2

A Turing machine that writes an infinite succession of zeroes and ones with spaces in

to compute any number or to perform any symbol-manipulation task one can describe as a sequence of steps (an algorithm). It can compute the value of a polynomial at a certain point, determine if one equation has integer solutions, or determine if one image (described in the tape) contains another image (also described in another part of the tape).

In particular, a sufficiently powerful Turing machine can simulate another Turing machine. This particular form of simulation is called emula­tion, and this expression will be used every time one system simulates the behavior of another complete system in such a way that the output behav­ior is indistinguishable.

In the case of emulation of a Turing machine by another Turing machine, is it necessary to specify what is meant by "sufficiently powerful." It should be obvious that some machines are not powerful enough to perform com­plex tasks, such as simulating another machine. For instance, the machine used as an example above can never do anything other than write zeroes and ones. Some Turing machines, however, are complex enough to simu­late any other Turing machine. A machine A is universal if it can simulate any machine B when given an appropriate description of machine B, denoted <B>, written on the tape together with the contents of the tape that is the input to machine B. The notation <B> is used to designate the string that is to be written on the tape of machine A in order to describe machine B in such a way that machine A can simulate it.

The idea of universal Turing machines gives us a new way to think about computational power. For instance, if we want to find out what can be com­puted by a machine, we need not imagine all possible machines. We need only imagine a universal Turing machine and feed it all possible descrip­tions of machines (and, perhaps, their inputs). This reasoning will be useful later when we want to count and enumerate Turing machines in order to assess their computational power.

A Turing machine is an abstraction, a mathematical model of a com­puter, which is used mainly to formulate and solve problems in theoretical computer science. It is not meant to represent a realistic, implementable, design for an actual computer. More realistic and feasible computer models, that are also implementable designs, have become necessary with the advent of actual electronic computers. The most fundamental idea, which resulted in large part from the work of Turing, was the stored-program com­puter, in which a memory, instead of a tape, is used to store the sequence of

instructions that represents a specific program. In a paper presented in 1946, in the United Kingdom, to the National Physical Laboratory Execu­tive Committee, Turing presented the first reasonably finished design of a stored-program computer, a device he called the Automatic Computing Engine (ACE). However, the ED VAC design of John von Neumann (who was familiar with Turing's theoretical work) became better known as the first realistic proposal of a stored-program computer.

John von Neumann was a child prodigy, bom in Hungary, who at the age of 6 could divide two eight-digit numbers in his head. In 1930 he received an appointment as a visiting professor at Princeton University. At Princeton he had a brilliant career in mathematics, physics, economics, and computing. Together with the theoretical physicists Edward Teller and Stanislaw Ulam, he developed some of the concepts that eventually led to the Manhattan Project and the atomic bomb.

One of von Neumann's many contributions to science was what eventu­ally became known as the von Neumann architecture. In "First Draft of a Report on the ED VAC" (von Neumann 1945), he proposes an architecture for digital computers that includes a central processing unit, a control unit, a central memory, external mass storage, and input/output mechanisms. The central processing unit (CPU) contains a control unit (CU) and an arithmetic and logic unit (ALU). The ALU computes arithmetical and logi­cal operations between the values stored in the registers in the CPU. The control unit includes a program counter, which points to the specific point in memory that contains the current instruction and is used to load the instruction register (one of the registers in the CPU) with the code of the operation to be performed. The memory, which is used to store both data and instructions, is accessed using the registers in the CPU. Finally, external mass storage is used to store permanently instructions and data, for future use, while input and output devices enable the computer to communicate with the external world. The memory and the external mass storage replace the tape in the Turing machine, while the internal structure of the central processing unit makes it more efficient in the manipulation of information stored in memory and in permanent storage.

In the so-called von Neumann architecture, the same pathway is used both to load the program instructions and to move the working data between the CPU and the memory—a restriction that may slow down the operation of the computer. The so-called Harvard architecture, named after
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**Figure 4.3**

Von Neumann architecture of a stored-program computer.

the Harvard Mark I relay-based computer, uses separate pathways (or buses) to move the working data between the CPU and the memory and to load the program instructions. Some modern computers, including computers dedicated to digital signal processing, use the Harvard architecture; others use a combination of the Harvard architecture and the von Neumann architecture.

Modern machines have multiple buses and multiples CPUs, and use complex mechanisms to ensure that different CPUs can access the available memory, which may be organized in many different ways. However, all modern computers work in essentially the same way and are, essentially, very fast implementations of the stored-program computers designed by Alan Turing and John von Neumann.

Computability and the Paradoxes of Infinity

The advantage of a Turing machine over more complex computer models, such as the stored-program computer, is that it makes mathematical analy­sis of its properties more straightforward. Although a Turing machine may seem very abstract and impractical, Turing proved that, under someassumptions (which will be made clear later in the book) such a machine is capable of performing any conceivable computation. This means that a Turing machine is as powerful as any other computing device that will ever be built. In other words, a Turing machine is a universal computer, and it can compute anything that can be computed.

We now know almost all computing models and languages in existence today are equivalent in the Turing sense that what can be programmed in one of them can be programmed in another. This leads to a very clear defi­nition of what can be computed and what cannot be computed. Such a result may seem surprising and deserves some deeper explanation. How is it possible that such a simple machine, using only a single tape as storage, can be as powerful as any other computer that can be built? Exactly what is meant by "anything that can be computed"? Are there things that cannot be computed? To dwell further on the matter of what can and what cannot be computed, we must answer these questions clearly and unequivocally. To do this, we use the concept of language.

A language is defined as a set of sequences of symbols from some given alphabet. For instance, the English language is, according to this definition, the set of all possible sequences of alphabet symbols that satisfy some specific syntactic and semantic rules. For another example, consider the language Li = {0, 00, 000, 0000, 00000, ... }, which is constituted by all strings consisting only of zeros. There are, of course, an infinite number of such strings and, therefore, this language has infinitely many strings.

A language L is said to be decidable if there exists a Turing machine that, given a string written on the tape, stops in the accept state if the string is in L and stops in the reject state if the string is not in L. Language Li is decid­able, since there is a machine (illustrated here in figure 4.4, performing two different computations) that does exactly that. The two parts of figure 4.4 illustrate two computations performed by this Turing machine, showing the state of the machine after two inputs—0001 (figure 4.4a) and 000 (figure 4.4b)—have been processed. In figure 4.4a, the machine has just rejected the string, with the controller having moved into the reject state after seeing a 1 in the fourth cell of the tape. In figure 4.4b, the machine has just accepted the string, after seeing a space on the tape following a string of zeroes.

A language L is said to be recognizable when there exists a machine that stops in the accept state when processing a string in L but may fail to stop
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**a**

**b**
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**Figure 4.4**

A Turing machine that accepts the language Lj.

What is the relationship between languages and problems? Informally, we use the word problem to refer to a question that has a specific answer. If one restricts the analysis to problems that can be answered either Yes or No, it is possible to define a correspondence between problems and languages. Each instance of the problem is encoded as a string, and all the strings that correspond to instances with Yes answers define the language that corre­sponds to the problem. The other strings either fail to correspond to any instance or correspond to instances with No answers. A problem that cor­responds to a decidable language is said to be decidable. Otherwise, a prob­lem is said to be undecidable or, equivalently, non-computable.

In more practical and useful terms, undecidable problems are those for which there is no algorithm that is guaranteed to always find a solution.

computer, is guaranteed to lead to a solution. The fact that some problems are undecidable was one of Alan Turing's major contributions to the theory of computation. Alonzo Church (1936) used a different formalism and arrived at a different definition of computability, now known to be equiva­lent to Turing's definition. Kurt Godel's (1931) famous incompleteness the­orem dealing with the existence of mathematical truths that cannot be demonstrated or derived from a fixed set of axioms is also ultimately equiv­alent to Turing's result that there are problems that are undecidable, or non-computable.

It is important to understand why undecidable problems necessarily exist. To do so, we have to go a little deeper into the concepts of comput­ability and infinity. To prove that undecidable problems necessarily exist, we must first become more familiar with the concept of infinity and with the fact that not all infinite sets have the same number of elements. Con­sider the set of natural numbers, {1, 2, 3,...}, and the set of even numbers, {2, 4, 6,...}, both of infinite cardinality. Do they have the same cardinality, the same number of elements? One may be tempted to say there are more natural numbers than even numbers, because every even number is also a natural number, and the natural numbers also include all the odd numbers. However, as table 4.2 shows, we can create a one-to-one correspondence between the set of natural numbers and the set of even numbers.

Now, it is eminently reasonable to argue that if a one-to-one correspon­dence can be established between the elements of two sets, then the two sets will have the same number of elements—that is, the same cardinality. This is exactly the mathematical definition of cardinality that was proposed in 1874 by the mathematician Georg Cantor, and the only one that can reasonably be used when the number of elements in the sets is infinite.

Table 4.2

Lists of natural and even numbers, in one-to-one correspondence.

Natural numbers Even numbers

1 2

1. 4
2. 6
3. 8
4. 10

There are, therefore, as many even numbers as natural numbers. Consider now the set of all positive rational numbers, the numbers that can be written as the ratio of two positive integers. These numbers include 0.5 (1/2), 0.25 (1/4), 0.3333... (1/3), and 1.428571428571... (10/7), among infinitely many others. Certainly there are more positive rational numbers than natural numbers, since, intuition would tell us, an infinite number of rational numbers exists between any two integers. In fact, the situation is even more extreme, because an infinite number of rational numbers exists between any two chosen rational numbers.

Alas, intuition fails us again. The cardinality of the set of rational num­bers is no larger than the cardinality of the set on integers. Using a some­what smarter construction, it is possible to build a list of all rational numbers. If an ordered list of all rational numbers can be built, then they can be put in one-to-one correspondence with the natural numbers, and the cardinality of the set of rational numbers is the same as the cardinality of the set of naturals.

To list the positive rational numbers, let us first consider those for which the numerator plus the denominator sum to 2, then those for which they sum to 3, then those for which they sum to 4, and so on. We should be careful to not include the same number twice. For instance, since 1/2 is already there, we should not include 2/4. Listing all positive rational num­bers using this approach will lead to table 4.3. It should be clear that every positive rational number will show up somewhere in this list and that there is a one-to-one correspondence between the rational numbers and the natural numbers. This demonstrates they have the same cardinality.

Table 4.3

Lists of natural and rational numbers, in one-to-one correspondence.

Natural numbers Rational numbers

1

2

3

4

5

6

1/1

1/2

2/1

1/3

3/1

1/4

2/3

Like the list of even numbers, the set of positive rational numbers is said to be countable, since it can be put in correspondence with the natural num­bers (the set we use to count). It would seem that, by using similar tricks, we can create tables like those above for just about any infinite set. As long as the elements of the set can be listed in some specific order, the set will be no larger than the set of natural numbers. This would mean that all infinite sets have the same cardinality, called s0 (aleph zero)—the cardinality of the set of natural numbers. Alas, this is not the case, because, as Cantor demon­strated, there are sets whose elements cannot be put in an ordered list. These sets have higher cardinality than the set of natural numbers, as can be demonstrated with a simple argument.

Imagine that you could build a list of the real numbers between 0 and 1. It would look something like table 4.4, where each ai( each pi; each y„ and so on is a specific digit. Now consider the number O.apSySe ..., where a \* ai, (3 jt p2 y ^ y3, and so on. For instance, this number has digit a equal to 5 unless ai = 5, in which case it has digital a equal to 6 (or any other digit different from 5). In the same way, digit p equals 5 unless p2 = 5, and in that case p equals 6. Proceed in the same way with the other digits. Such a num­ber, O.apySe..., necessarily exists, and it should be clear it is nowhere in the list. Therefore, not all real numbers between 0 and 1 are in this list. The only possible conclusion from this reasoning is that a complete list of real numbers, even only those between 0 and 1, cannot be built. The cardinality of the set of these numbers is, therefore, larger than the cardinality of the set of natural numbers.

Now consider some fixed alphabet X, and consider the set of all possible finite strings that can be derived from this alphabet by concatenating sym­bols in Z. We will call this language X\*. This set is countable, since we can list all the strings in the same way we can list all rational numbers. For

Table 4.4

Hypothetical lists of natural and real numbers, in one-to-one correspondence.

Natural numbers Real numbers

1. O.a, pi y, 8, Ei ...
2. 0. a2 p2 y2 52 e2 ...
3. 0. a3 p3 73 53 e3 ...
4. 0. a4 p4 y4 64 £4 ...

instance, we can build such a list by ordering the set, starting with the strings of length 0 (there is only one—the empty string, usually designated by e), then listing the strings of length 1, length 2, and so on. Such a list would look something like (si, s2, s3, s4, ...). Any language L defined over the alphabet 2 is a subset of 2\*, and can be identified by giving an (infinite) string of zeroes and ones, which identifies which strings in the list belong to L. For instance, if 2 were equal to {0,1} the list of strings in X\* would look like (s, 0, 1, 00, 01, 10, 11, 000, 001, ...). As an example, consider the lan­guages Lz, consisting of the strings starting with a 0, and the language L3, consisting of the strings having exactly an even number of zeroes. Each one of these languages (and any language defined over 2\*) can be uniquely defined by an (infinite) string of zeroes and ones, a string that has a 1 when the corresponding string in the list of strings in 2\* belongs to the language and has a 0 when the corresponding string doesn't belong to the language. Figure 4.5 illustrates this correspondence.

At the top of figure 4.5 we have all strings that can be written with the alphabet 2, written in some specific order. The order doesn't matter as long as it is fixed. At the bottom of the L2 box, we have all the strings that belong to L2. In our example, language L2 includes all the strings that begin with a 0. At the top of the L2 box, we have the infinite string of zeroes and ones that characterizes L2. In the L3 box, we have the same scheme. Recall that language L3 includes all strings with exactly an even number (including none) of zeroes. This set of strings is shown at the bottom of the box; the infinite string of zeroes and ones that characterizes L3 is shown at the top of the box. It should be clear that there is a one-to-one correspondence between each language defined over some alphabet 2 and each infinite

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 0, | 1, | o  O | 01, | 10, | ii. | 000, | 001, ...) |
| 1 | 0 | l | l | 0 | 0 | 1 | 1 ... |
| 0, | , | O  o | 01, | r | r | 000, | 001, ...) |

|  |  |  |  |
| --- | --- | --- | --- |
| 1 0 | 0 10 0 | 0 | 0 1 ... |
| L\* <«, , | o  o | t | , 001, ...) |

Figure 4.5

An illustration of the equivalence between infinite strings of zeroes and ones and lanvuaves defined over an alnhahet

string of zeroes and ones, defined as above. Now, as it turns out, the set of all infinite strings of zeroes and ones is not countable. We can never build a list of the elements in this set, for the same reasons we could not build a list of the real numbers. This impossibility can be verified by applying the same diagonalization argument that was used to demonstrate that the set of reals is not countable. This implies that the set of all languages over some alphabet £ is not countable.

It turns out the set of all Turing machines that work on the alphabet £ is countable. We can build the (infinite) list of all Turing machines listing first those with zero states, then the ones with one state, then those with two states, and so on. Alternatively, we may think that we have a universal Tur­ing machine that can simulate any other machine, given its description of the tape. Such a universal Turing machine can emulate any Turing machine, and the description of any of these machines is a fixed set of symbols. These descriptions can be enumerated. Therefore, we can build a list of all machines. It will look something like {TMi, TM2, TM3, TM4,...}.

It is now clear that the set of all languages over some alphabet cannot be put in one-to-one correspondence with the set of Turing machines. Since a Turing machine recognizes one language at most (and some Turing machines do not recognize any language), we conclude that some lan­guages are not recognized by any machine, since there are more languages than Turing machines. In equivalent but less abstract terms, we could say that the set of all programs is countable and the set of all problems is not countable. Therefore, there are more problems than programs. This implies there are problems that cannot be solved by any program.

This reasoning demonstrates there are uncountably many languages that cannot be recognized by any Turing machine. However, it doesn't pro­vide us with a concrete example of one such language. To make things a bit less abstract, I will describe one particular undecidable problem and pro­vide a few more examples that, despite their apparent simplicity, are also undecidable.

Consider the following conundrum analyzed by Turing and known as the halting problem: Given a machine M and a string w, does M accept w? We will see that no Turing machine can decide this problem. Suppose there is a decider for this problem (call it H) that takes as input a description of M, <M>, and the string w, <M>:w. <M>:w represents simply the concatenation of the descrintion of M, <M>, and the string w. Machine H accepts the input (i.e., then machine H halts in the reject state. Clearly, H is a machine that can decide whether or not another machine, M, accepts or not a given input, w.

If such a decider, H, exists, we can change it slightly to build another Turing machine, Z, that is based on H (with a few modifications) and works in the following way: On input <X>, a description of machine X, Z runs like H on input <X>:<X>, the concatenation of two descriptions of machine X. Then, if H accepts, Z rejects, and if H rejects, Z accepts. Z can easily be built from H by switching the accept and reject labels on the halting states of H. Note that running H on input <X>:<X> is nothing strange. H is expecting as input a description of a machine and a string w. Z, a trivial modification of H, runs on the description of X, <X>, and a string that, in this case, cor­responds exactly to the description of X, <X>. In other words, Z is a machine that can decide whether a machine X accepts its own description as input. If X accepts <X>, then Z stops in the reject state. Otherwise, Z stops in the accept state.

We can, obviously, apply Z to any input. What happens when we run Z on input <Z>? Z must accept if Z rejects <Z> and must reject if Z accepts <Z>. This is a contradiction because no such machine can exist. The unique way out of the contradiction is to recognize that Z cannot exist. Since Z was built in a straightforward way from H, the conclusion is that H, a decider for the halting problem, cannot exist. Because no decider for this problem exists, the halting problem is undecidable. In less formal but perhaps more useful terms, you cannot build a program A that, when given another pro­gram B and an input to B, determines whether B stops or not.

Since the halting problem is, itself, rather abstract, let us consider another slightly more concrete example, which comes from the mathema­tician David Hilbert. At the 1900 conference of the International Congress of Mathematicians in Paris, Hilbert formulated a list of 23 open problems in mathematics (Hilbert 1902). The tenth problem was as follows: Given a Diophantine equation specified by a polynomial with more than one variable and integer coefficients, is there a set of integer values of the variables that make the polynomial evaluate to 0? For example, given the polynomial

xy3 + xs -4xzy3 + 7,

is it possible to select integer values for x and y that make it evaluate to 0? Hilbert asked for a finite sequence of steps (i.e., an algorithm) that would equation of this type, always answering either Yes or No. Without loss of generality, and to simplify the discussion, we may assume the integer val­ues that will be attributed to x and y are positive integers.

In terms of Turing machines, this problem has to be represented by a language, which is, as we know, a set of strings. Each string in the language represents an encoding of a particular instance of the problem—in this case, a Diophantine equation. The language that corresponds to Hilbert's tenth problem will therefore be a set of strings, each of which encodes a particular instance of the problem. For instance, we may decide that the string {x, 2, y, 1, 0, +, 1, 5} encodes the polynomial x2y10 + 15. This language will have infinitely many strings, since the number of polynomials is infinite.

Given what we know about Turing machines, we may be able to think of a way to solve this. We can start with the input polynomial written on the tape. The machine then tries all possible combinations for the values of x and y in some specific sequence—for example, (0,0), (0,1), (1,0), (0,2), (1,1), (2,0), ... . For each combination of values, the machine evaluates the polynomial. If the value is 0, it halts. Otherwise, it proceeds to the next combination. Such an approach leads to a Turing machine that halts if a solution is found, but that will run forever if there is no solution to the problem. One may think that it should be relatively simple to change something in order to resolve this minor difficulty. However, such is not the case. In fact, we now know, through the work of Martin Davis, Yuri Matiyasevich, Hilary Putnam, and Julia Robinson, that this problem is undecidable (Davis, Putnam, and Robinson 1961; Davis, Matiyasevich, and Robinson 1976). This means that no Turing machine can ever be built to recognize the strings in this language—that is, a machine that would always stop, accepting when the string corresponds to a Diophantine equa­tion with an integer solution and rejecting when the string corresponds to an equation without integer solutions. It must be made clear that, for some specific equations, it may be possible to determine whether or not they have solutions. The general problem, however, is undecidable, since for some equations it isn't possible to determine whether they do or don't have integer solutions.

One might think that only very abstract problems in logic or mathemat­ics are undecidable. Such is not the case. I will conclude this section with an example of an apparently simpler problem that is also undecidable: the

Building blocks Solution
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Figure 4.6

Illustration of the Post Correspondence Problem, known to be undecidable.

Suppose you are given a set of dominos to use as building blocks. Each half of a domino has one particular string inscribed. For instance, one dom­ino may have abc at the top and b at the bottom. Given a set of these domi­noes, and using as many copies of each domino as necessary, the Post Correspondence Problem consists in determining if there is a sequence of dominoes that, when put side by side, spells the same string at the top and at the bottom. For instance suppose you are given the set {abc/b, f/cfa, c/cc, e/ea}. Is there a sequence of (possibly repeating) dominoes that spells the same string at the top and at the bottom? The answer, in this case, is Yes. The sequence (e/ea, abc/b, f/cfa, abc/b, c/cc} spells the string "eabcfabcc" at the top and at the bottom, as shown in figure 4.6.

It turns out that the problem that corresponds to the apparently simple puzzle just discussed is also undecidable (Post 1946), which implies that no algorithm is guaranteed to always work. If an algorithm to solve this prob­lem exists, then it can also be used to solve the halting problem (Sipser 1997), which, by contradiction, implies that no such algorithm exists. Note that in some cases it may be possible to answer in a definite way, either positively or negatively, but it isn't possible to devise a general algorithm for this problem that is guaranteed to always stop with a correct Yes or No answer.

Algorithms and Complexity

We have learned, therefore, that some problems are undecidable—that is, no algorithm can be guaranteed to find a solution in all cases. The other nroblems. which include most of the nmhipmc wo onmunto,

algorithms are designed in abstract terms as sequences of operations, with­out explicit mention of the underlying computational support (which can be a stored-program computer, a Turing machine, or some other computa­tional model). The algorithms can be more or less efficient, and can take more or less time, but eventually they will stop, yielding a solution.

I have already discussed algorithms and their application in a number of domains, ranging from electronic circuit design to artificial intelligence. Algorithm design is a vast and complex field that has been at the root of many technological advances. Sophisticated algorithms for signal process­ing make the existence of mobile phones, satellite communications, and secure Internet communications possible. Algorithms for computer-aided design enable engineers to design computers, cars, ships, and airplanes. Optimization algorithms are involved in the logistics and distribution of almost everything we buy and use. In many, many, cases, we use algorithms unconsciously, either when we use our brain to plan the way to go to the nearest coffee shop or when we answer a telephone call.

An algorithm is a sequence of steps that, given an input, achieves some specific result. To make things less abstract, I will give a few concrete exam­ples of commonly used algorithms in a specific domain: the domain of cities, maps, and road distances. From the point of view of these algorithms, the map of cities, roads, and distances will be represented by a graph. A graph is a mathematical abstraction used to represent many problems and domains. A graph consists of a set of nodes and a set of edges. The edges connect pairs of nodes. Both the nodes and the edges can have weight, and the edges can be either directed or non-directed, depending on the nature of the problem. The number of edges that connects to a given node is called the degree of the node. If the graph is directed, the number of incoming edges is called the in-degree and the number of outgoing edges is called the out-degree.

Let the graph shown in figure 4.7 represent the roads and the distances between two nearby cities in France. Now consider the familiar problem of finding the shortest distance between two cities on a map. Given any two cities, the algorithm should find the shortest path between them. If, for example, one wants to go from Paris to Lyon, the shortest way is to go through Dijon, for a total distance of 437 kilometers (263 from Paris to Dijon plus 174 from Dijon to Lyon). It is relatively easy to find the shortest path between any two cities, and there are a number of
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Figure 4.7

A graph of the distances between French cities.

efficient algorithms that can compute it efficiently. The first such algo­rithm, proposed by Edsger Dijkstra in 1956, finds the shortest path to any node from a single origin node. (See Dijkstra 1959.) As the graph gets larger, the problem becomes more challenging and the execution time of the algorithm increases; however, the increases are progressive, and very large graphs can be handled.

It is also easy to answer another question about this graph: What is the set of roads with shortest total length that will keep all the cities connected? This problem, known as the minimum spanning tree, has many practical applications and has even been used in the study of brain networks (dis­cussed in chapter 9). An algorithm to solve this problem was first proposed as a method of constructing an efficient electricity network for Moravia (Boruvka 1926).

The minimum spanning tree can be found by a number of very efficient algorithms. Prim's algorithm is probably the simplest of them. It simply

selects to include in the spanning tree, in order, the shortest road still unselected that doesn't create, by being chosen, a road loop (Prim 1957). The algorithm stops when all the cities are connected. If applied to the road map shown in figure 4.7, it yields the tree shown in figure 4.8.

Other, more challenging problems can be formulated on this graph. Imagine you are a salesman and you need to visit every city exactly once and then return to your starting city. This is called the Hamiltonian cycle problem after William Rowan Hamilton, who invented a game (now known as Hamilton's Puzzle) that involves finding a cycle in the edge graph of a dodecahedron—that is, a platonic regular solid with twelve faces. Finding a Hamiltonian cycle in a graph becomes complex rapidly as the size of the graph increases. If you want to visit all the cities as quickly as is possible, by the shortest possible route, the challenge is called the traveling salesman problem. Again, the problem is easy when there are only a few cities, but becomes harder very rapidly when there are many cities.

Lille
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Figure 4.8
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Figure 4.9

A drawing (by Leonhard Euler) and a graph representation of the Seven Bridges of Konigsberg problem.

Another simple problem that can be formulated in graphs is the Eulerian path problem, the name of which recalls Leonhard Euler's solution of the famous Seven Bridges of Konigsberg problem in 1736. The city of Konigs­berg had seven bridges linking the two sides of the Pregel River and two islands. (See figure 4.9.) The problem was to find a walk through the city that would cross each bridge once and only once. The problem can be rep­resented by a graph with a node standing for each island and each margin of the river and with each edge representing a bridge. (In this case the graph is called a multi-graph, because there are multiple edges between the same two nodes.) A path through a graph that crosses each edge exactly once is called an Eulerian path. An Eulerian path that returns to the starting point is called an Eulerian cycle. By showing that a graph accepts an Eulerian path if and only if exactly zero or two vertices have an odd degree, Euler demon­strated it was not possible to find a walk through Konigsberg that would cross each bridge exactly once. If there are zero vertices with an odd degree, then all Eulerian paths are also Eulerian cycles. (We will encounter Eulerian paths again in chapter 7.)

Designing algorithms is the art of designing the sequence of steps that, if followed, arrives at a correct solution in the most efficient way. The effi­ciency of algorithms is basically the time they take to be executed when run on a computer. Of course, the actual time it takes to run an algorithm depends on the specific computer used. However, even the fastest computer will take a very long time to execute an algorithm that is very inefficient, in a very large problem, and even a relatively slow computer can execute an

efficient algorithm in a problem of reasonable size. This is because the run time grows very rapidly with the size of the problem when the computa­tional complexity of the algorithm is high. The computational complexity of algorithms is measured by the way they scale with the dimension of the problem. Usually the dimension of the problem is the size of the input needed to describe the problem. In our examples, the size of the graph can be the number of nodes (locations) plus the number of edges (roads or bridges) in the problem description. Technically we should also worry about the length of the description of each node and edge; in many cases, how­ever, we may assume that this factor is not critical, since each of them can be described by a small and constant number of bits. For instance, if the size of the problem is N and the time of execution of an algorithm grows lin­early with the size of the problem, we will say that the complexity of the algorithm is on the order of N. On the other hand, the ran time can also grow with the square of the size of the problem; in that case, the complex­ity of the algorithm is on the order of Nz, and the run time of the algorithm quadruples when the size of the problem doubles. However, the run time of an algorithm can grow even faster. For instance, when the complexity is on the order of 2N, if the size of the problem increases by only one, the run time of the algorithm doubles.

There is a big difference between the growth rate of algorithms that have polynomial complexity (for example, N2) and those that have exponential complexity (for example, 2N). The reason is that algorithms with exponen­tial complexity become too time consuming, even if one uses fast comput­ers and deals only with small problems. On the other hand, algorithms with polynomial complexity can usually solve very large problems without spending inordinate amounts of time.

Imagine a computer that can execute a billion (109) operations per sec­ond and three different algorithms that take, respectively, N, N2, and 2N operations to solve a problem of size N. It is easy to see that, for a problem of size 1,000, an algorithm that requires N operations will spend one micro­second of computer time. Nonetheless, it is instructive to compute how the execution time grows with N for each of the three algorithms. Table 4.5 gives the time it would take for this hypothetical computer (comparable to existing computers) to solve this problem with algorithms of varying complexity. Entries in the table contain the symbol °° if the run time is larger than the known age of the universe (about 14 billion years). As

**Table 4.5**

Execution times for algorithms of varying complexity. Here °» stands for times that are longer than the age of the universe.

|  |  |  |  |
| --- | --- | --- | --- |
| Problem size | Algorithm complexity |  |  |
| N | N2 | 2n |
| 10 | 10 nanoseconds | 100 nanoseconds | 1 microsecond |
| 20 | 20 nanoseconds | 400 nanoseconds | 1 millisecond |
| 50 | 50 nanoseconds | 2.5 microseconds | 13 days |
| 100 | 100 nanoseconds | 10 microseconds | ©C |
| 200 | 200 nanoseconds | 40 microseconds | oo |
| 500 | 500 nanoseconds | 250 microseconds | ©c |
| 1000 | 1 microsecond | 1 millisecond |  |
| 1,000,000 | 1 millisecond | 17 minutes | oo |
| 1,000,000,000 | 1 second | 32 years | OO |

becomes clear from the table, even moderately large problems take too long to be solved by algorithms with exponential complexity. This is, again, a consequence of the now-familiar properties of exponential functions, which grow very rapidly even when starting from a very low base.

On the other hand, algorithms with polynomial complexity can handle very large problems, although they may still take a long time if the problem is very large and the degree of the polynomial is higher than one. For these reasons, polynomial time algorithms are usually called efficient algorithms, even though, in some cases, they may still take a long time to terminate. Problems are called tractable if algorithms that solve them in polynomial time are known, and are called intractable otherwise. This division into two classes is, in general, very clear, because there is a class of problems for which polynomial time algorithms exist, and there is another class of prob­lems for which no polynomial time algorithms are known.

The problem of finding the shortest path between two cities and the traveling salesman problem belong to these two different classes of com­plexity. In fact, a number of polynomial time algorithms are known that solve the shortest-path problem (Dijkstra 1959; Floyd 1962) but only expo­nential time algorithms are known that solve the traveling salesman prob­lem (Garey and Johnson 1979). The Eulerian path problem can also be solved in polynomial time, with an algorithm that grows only linearly with the size of the graph (Fleischner 1990).

One might think that, with some additional research effort, a polyno­mial time algorithm could be designed to solve the traveling salesman problem. This is, however, very unlikely to be tme, because the traveling salesman problem belongs to a large class of problems that are, in a sense, of equivalent complexity. This class, known as NP, includes many problems for which no efficient solution is known to exist. The name NP stands for Non-deterministic Polynomial-time, because it is the class of decision prob­lems a non-deterministic Turing machine can solve in polynomial time. A non-deterministic Turing machine is a machine that, at each instant in time, can take many actions and (non-deterministically) change state to many different states. A decision problem is a problem that is formulated as a question admitting only a Yes or a No answer.

Non-deterministic Turing machines are even stranger and less practical than the deterministic Turing machines described before. A non-determin­istic Turing machine is only a conceptual device. A non-deterministic Tur­ing machine cannot be built, because at each instant in time it could move to several states and write several symbols at once—in parallel universes, so to speak. As time goes by, the number of configurations used by a non-deterministic Turing machine grows exponentially because each new action, combined with the previous actions, creates new branches of the computation tree. It is believed that a non-deterministic Turing machine could be exponentially faster than a deterministic one, although, as we will see, the question remains open.

For present purposes it is sufficient to know that the class NP coincides exactly with the class of decision problems whose solution can be verified efficiently in polynomial time. This alternative definition of the class NP is possible because a non-deterministic Turing machine solves these problems by "guessing" the solution, using its non-deterministic abilities to write on the tape many solutions in parallel and then checking if the solution is right. If that is the case, then the machine stops and accepts the input. All computations of the machine that do not lead to solutions fail to finish in the accept state and are ignored.

Some problems in the class NP are particularly hard in the sense that, if an efficient (i.e., polynomial time) solution for one of them exists, then an efficient solution for all the problems in NP must also exist. These problems are called NP-hard. (The traveling salesman problem is such a problem.) Decision problems that are NP-hard and are in NP are called NP-complete.

The traveling salesman problem, as formulated above, is not a decision problem, because it asks for the shortest path. However, it can be reformu­lated to become a related decision problem: Given a graph, is there a tour with a length smaller than a given number? The solution for the decision problem may be very hard to find (and is, in this case), but it is very easy to verify: Given a solution (a list of traversed cities, in order), verify, by simply summing all the inter-city distances in the path, if the total length of the trip is smaller than the given number.

Another class, P, is a subset of NP, and includes all decision problems that can be solved by a (deterministic) Turing machine in polynomial time. The decision problem associated with the shortest-path problem is in P: Is there a path between city A and city B shorter than a given number?

Stephen Cook (1971) showed that if an efficient algorithm is found for an NP-complete problem, that algorithm can be used to design an efficient algorithm for every problem in NP, including all the NP-complete ones. Richard Karp (1972) proved that 21 other problems were NP-complete, and the list of known NP-complete problems has been growing ever since. Inter­estingly, both Cook and Karp were at the University of California at Berke­ley when they did the work cited above, but Cook was denied tenure in 1970, just a year before publishing his seminal paper. In the words of Rich­ard Karp, "It is to our everlasting shame that we were unable to persuade the math department to give him tenure."

No one really knows whether an algorithm that solves NP-complete problems efficiently exists, but most scientists believe that it does not. If a polynomial time algorithm is discovered for one NP-complete problem (any problem will do), then that polynomial time algorithm can be adapted to solve efficiently (i.e., in polynomial time) any problem in NP, thereby showing NP is actually equal to P.

Whether P is equal to NP or different from NP is one of the most impor­tant open questions in computing and mathematics (perhaps the most important one); and it was also introduced in Cook's 1971 paper. It is, in fact, one of the seven Millennium Prize Problems put forth by the Clay Mathematics Institute in 2000. A prize of $1 million is offered for a correct solution to any of them.

Most scientists doubt that the P-vs.-NP problem will be solved any time soon, even though most believe that P is different from NP. If, as I find likely, there are problems in NP that are not in P, these problems will forever remain difficult to solve exactly and efficiently.

One problem known to be in NP but not necessarily in P is the problem of determining the factors of a composite number. A composite number is an integer that can be written as the product of two or more smaller inte­gers. Given two numbers, it is very easy to verify if the first is a factor of the second by performing standard long division, which computers can do very, very rapidly.

Manindra Agrawal, Neeraj Kayal, and Nitinby Saxena (2004) have shown that it is also possible to determine, in polynomial time, whether a number is prime. However, if the factors of a very large integer are not known, finding them is very difficult. In such a case, the size of the descrip­tion of the problem is the number of digits the number contains. All known algorithms for this problem take more than polynomial time, which makes it very difficult and time consuming to factorize numbers that have many digits. One may think this is a problem without practical relevance, but in fact the security of Internet communications rests largely on a particular cypher system: the RSA algorithm (Rivest, Shamir, and Adleman 1978), which is based on the difficulty of factorizing large composite numbers. Proving that P equals NP, were it to happen, would probably break the secu­rity of the RSA algorithm, which would then have to be replaced by some yet-unknown method.

Other computing paradigms, not necessarily equivalent to Turing machines, may move the border between tractable and intractable prob­lems. Quantum computing, an experimental new approach to computing that uses the principle of superposition of quantum states to try a large number of solutions in parallel, can solve the factorization problem effi­ciently (Shor 1997). Working quantum computers that can deal with inter­esting problems, however, do not exist yet and aren’t likely to become available in the next few decades. Very small quantum computers that are essentially proof-of-concept prototypes can work with only a few bits at a time and cannot be used to solve this problem or any problem of significant dimension. Many people, including me, doubt that practical quantum computers will ever exist. However, in view of the discussion of the evolu­tion of technology in chapter 2 we will have to wait and see whether any super-Turing computing paradigms, based on machines strictly more pow­erful than Turing machines, ever come into existence.

Despite the fact that there are many NP-complete problems, for which no efficient algorithms are known, efficient algorithms have been devel­oped for many fields, and most of us make use of such algorithms every day. These algorithms are used to send sounds and images over computer networks, to write our thoughts to computer disks, to search for things on the World Wide Web, to simulate the behaviors of electrical circuits, planes and automobiles, to predict the weather, and to perform many, many other tasks. Cell phones, televisions, and computers make constant use of algo­rithms, which are executed by their central processing units. In some cases, as in the example of the traveling salesman problem, it isn't feasible to find the very best solution, but it is possible to find so-called approximate solutions—that is, solutions that are close to the best.

Algorithms are, in fact, everywhere, and modern life would not be the same without them. In fact, a well-accepted thesis in computing, the Church-Turing thesis, is that any computable problem can be solved by an algorithm running in a computer. This may also be true for problems at which humans excel and computers don't, such as recognizing a face, understanding a spoken sentence, or driving a car. The fact that computers are not good at these things doesn't mean that only a human will ever excel at them. It may mean that the right algorithms for the job have not yet been found. On the other hand, it may mean that humans somehow per­form computations that are not equivalent to those performed by a Turing machine.

The Church-Turing Thesis

Let us now tackle a more complex question: What can be effectively com­puted? This question has a long history, and many eminent thinkers and mathematicians have addressed it. Alan Turing, Alonzo Church, and Kurt Godel were central to the development of the work that led to the answer. The Church-Turing thesis, now widely accepted by the scientific commu­nity even though it cannot be proved mathematically, results from work by Turing and Church published in 1936. The Church-Turing thesis states that every effectively computable function can be computed by a Turing machine. This is equivalent to the statement that, except for differences in efficiency, anything that can be computed can be computed by a universal Turing machine. Since there is no way to specify formally what it means to be "effectively computable" except by resorting to models known to be equivalent to the Turing model, the Church-Turing thesis can also be viewed as a definition of what "effective computability" means.

Technically, the concept of computability applies only to computations performed on integers. All existing computers perform their work on inte­gers, which can be combined to represent good approximations of real numbers and other representations of physical reality. This leaves open the question of whether physical systems, working with physical quantities, can be more powerful than Turing machines and perform computations that no Turing machine can perform.

The Physical Church-Turing thesis, a stronger version of the Church- Turing thesis, states that every function that can be physically computed can be computed by a Turing machine. Whereas there is strong agreement the Church-Turing thesis is valid, the jury is still out on the validity of the Physical Church-Turing thesis. For example, it can be shown that a machine that performs computations with real numbers is more powerful than a Turing machine. Indeed, a number of computational models that might be strictly more powerful than Turing machines have been proposed. How­ever, it remains unclear whether any of these models could be realized physically. Therefore, it isn't completely clear whether physical systems more powerful than Turing machines exist.

Whether or not the Physical Church-Turing thesis is true is directly relevant to an important open problem addressed in this book: Can the human brain compute non-computable functions? Do the physics of the human brain enable it to be more powerful than a Turing machine? More generally, can a physical system be more powerful than a Turing machine, because it uses some natural laws not considered or used in the Turing model?

In a 1961 article titled "Minds, Machines and Godel,''John Lucas argued that Godel's first incompleteness theorem shows that the human mind is more powerful than any Turing machine can ever be. Godel's theorem states that any mathematical system that is sufficiently powerful cannot be both consistent and complete. Godel's famous result on the incomplete­ness of mathematical systems is based on the fact that, in any given formal system S, a Godel sentence G stating "G cannot be proved within the system 5" can be formulated in the language of S. Now, either this sentence is true and cannot be proved (thereby showing that S is incomplete) or else it can be proved within S and therefore S is inconsistent (because G states that it cannot be proved).

Lucas argued that a Turing machine cannot do anything more than manipulate symbols and that therefore it is equivalent to some formal sys­tem S. If we construct the Godel sentence for S, it cannot be proved within the system, unless the system is inconsistent. However, a human—who is, Lucas assumes, consistent—can understand S and can "see" that the sen­tence is true, even though it cannot be proved within S. Therefore, humans cannot be equivalent to any formal system S, and the human mind is more powerful than any Turing machine.

There are a number of flaws in Lucas' theory, and many arguments have been presented against it. (One is that humans aren't necessarily consis­tent.) Furthermore, in order to "see” that a sentence is valid within 5, the human has to be able to thoroughly understand S—something that is far from certain in the general case. Therefore, not many people give much weight to Lucas' argument that the human mind is strictly more powerful than a Turing machine.

Lucas' argument was revisited by Roger Penrose in his 1989 book The Emperor's New Mind. Using essentially the same arguments that Lucas used, Penrose argues that human consciousness is non-algorithmic, and there­fore that the brain is not Turing equivalent. He hypothesizes that quantum mechanics plays an essential role in human consciousness and that the col­lapse of the quantum wave function in structures in the brain make it strictly more powerful than a Turing machine. Penrose's argument, which I will discuss further in chapter 10, is that the brain can harness the proper­ties of quantum physical systems to perform computations no Turing machine can emulate.

So far no evidence, of any sort, has been found that the human brain uses quantum effects to perform computations that cannot be performed by a Turing machine. My own firm opinion is that the human brain is, in fact, for all practical purposes, Turing equivalent. I am not alone in this position. In fact, the large majority of the scientific community believes, either explicitly or implicitly, that the human brain is Turing equivalent, and that only technological limitations and limited knowledge stop us from recreating the workings of the brain in a computer.

Later in the book we will take a deeper look at the way the brain works. In the next few chapters, I will argue that the brain is effectively an immensely complicated analog computer performing computations that can be reproduced by a digital computer to any desirable degree of accu­racy. Given a sufficiently precise description of a human brain, and of the inputs it receives, a digital computer could, in principle, emulate the brain to such a degree of accuracy that the result would be indistinguishable from the result one obtains from an actual brain. And if this is true for brains, it is also true for simpler physical systems, and, in particular, for individual cells and bodies. The idea that intelligent behavior can be the result of the operation of a computer is an old one, and is based, in large part, on the principle that the computations performed by human brains and by com­puters are in some sense equivalent. However, even if brains are, somehow, more powerful than computers, it may still be possible to design intelligent machines. Designing intelligent machines has, indeed, been the objective of a large community of researchers for more than fifty years. The search for intelligent machines, which already has a long history of promises, suc­cesses, and failures, is the subject of the next chapter.

5 The Quest for Intelligent Machines

Can a computer be intelligent? Can a program, mnning in a computer, behave intelligently in a human-like way? These are not simple questions, and answers have eluded scientists and thinkers for hundreds of years. Although the first mentions of non-human thinking machines can be found in Homer's Iliad (the automatic tripods of Hephaestus), and others can be found in a number of other literary works (among them Mary Shelley's Frankenstein, published in 1818), the question whether machines can exhibit intelligent behavior wasn't precisely addressed until later. Ada Lovelace seems to answer the question in the negative in one of her notes to Menabrea's "Sketch of the Analytical Engine Invented by Charles Babbage" (1843), stating that the Analytical Engine can do only whatever it is ordered to perform and has no pretensions to originate anything. Since the ability to create is usually viewed as one of the hallmarks of intelligence, this seems to point to the fact that Ada Lovelace believed that computers cannot become intelligent.

More recent researchers have been much more optimistic, sometimes overly so. Many predicted that intelligent machines would be available by the year 2000.

Artificial Intelligence

Modern Artificial Intelligence (AI) research began in the mid 1950s. A con­ference at Dartmouth College in the summer of 1956 led to great enthusi­asm in the area. Many of those who attended that conference went on to become leaders in the field, among them Marvin Minsky, Herbert Simon, John McCarthy, and Allen Newell. AI laboratories were created at a number of major universities and institutes, including MIT, Carnegie-Mellon,

Berkeley, and Stanford. Groups of researchers began writing programs that solved many problems that previously had been thought to require intelli­gence. Newell and Simon's Logic Theorist (1956) could prove mathematical theorems, including some from Whitehead and Russell's Prindpia Mathe- matica, eventually finding demonstrations of dozens of theorems in White- head and Russell's masterwork—some of them more elegant than the ones known at the time. Arthur Samuel's checkers-playing program (1959) used alpha-beta search, a method to search the game tree, to play a reasonably good game of checkers and showed that it could even defeat its program­mer. AI systems eventually became proficient at chess playing, action plan­ning, scheduling, and other complex tasks.

However, intelligence is a more elusive concept than had once been thought. Though it is commonly accepted that intelligence is required in order for a human to address any of the problems mentioned in the preced­ing paragraph, it isn't at all clear that the techniques computers used to solve those problems endowed them with general human-like intelligence. In fact, those problems were tackled with specialized approaches that were, in general, very different from the approaches used by humans. For instance, chess-playing computers perform very extensive searches of future possible positions, using their immense speed to evaluate millions of positions per second—a strategy not likely to be used by a human champion. And com­puters use similarly specialized techniques when performing speech recog­nition and face recognition.

Early researchers tried to address the problem of artificial intelligence by building symbol-manipulation systems. The idea was to construct programs that, step by step, would mimic the behavior of human intelligence. They addressed and eventually managed to solve simple versions of problems that humans routinely solve, such as deduction, reasoning, planning, and scheduling. Each of those tasks, however, led researchers to unsuspected difficulties, as most of them are difficult to formulate and some of them are computationally hard. In fact, many problems we solve routinely in our daily lives are intractable, since they belong to the class of NP-hard prob­lems. For instance, planning a sequence of actions, which can depend on each other, that takes the world from its present state to a desired state is a computationally difficult problem, known to be NP-hard. However, humans solve NP-hard problems every day without using inordinate amounts of Hmp This should not be viewed as evidence that the human brain is more powerful than a computer, only as evidence that heuristic approaches, which work most of the time and find approximate solutions, have been developed and incorporated into human reasoning by many millions of years of evolution.

Still, by developing sophisticated techniques, AI researchers have man­aged to solve many important problems, and the solutions are now used in many applications. For instance, train and airline schedules are commonly designed by Al-based systems, and many businesses apply techniques developed by AI researchers in data mining. Speech-recognition systems, which originated in the AI field, are now in wide use. In fact, AI techniques are already ubiquitous, and new applications are being found nearly every day.

However, the goal of designing a machine we can undoubtedly recog­nize as intelligent is still eluding AI researchers. One important reason for this is that intelligence is a slippery concept. Before chess-playing programs reached their present level, it was widely believed that playing chess at the championship level would require strong AI— that is, human-like artificial intelligence. However, when a specific procedure (an algorithm) was devised for playing chess, it became accepted that brute-force search and sophisti­cated position evaluation heuristics, rather than strong AI, could be used for that purpose. A similar change in our understanding of what AI is hap­pened with many other problems, such as planning, speech understanding, face recognition, and theorem proving. In a way, we seem to attribute the quality of intelligence only to behaviors for which no algorithm is yet known, and thus to make intelligence an unreachable target for AI researchers.

However, there may be a more important reason why strong AI remains elusive. Humans behave in a way we deem intelligent because they inter­connect knowledge and experiences from many different areas. Even the simple act of understanding speech requires a complete model of the world in one's mind. Only a program that stores a comprehensive model of the world, similar to the one used by humans, can behave in a way we will recognize as having human-like intelligence. Such a model is a very compli­cated piece of engineering. Humans were crafted by evolution to keep in their minds models of the world that are constantly used to disambiguate perceptions, to predict the results of actions, and to plan. We simply don't know how to explicitly build such a model. That explains why these earlier approaches to artificial intelligence yielded only very limited results.

How can we know whether a program is intelligent? If a machine can recognize and synthesize speech and can play a masterly game of chess, should it not be considered intelligent? How can we distinguish an intelli­gent machine from a machine that is simply running some specific algo­rithms on a given set of tasks? If a human being is able to talk to us in English and play a decent game of chess, we will certainly recognize him or her as intelligent, even if we had some doubts about his or her abilities in other domains. Are we not being too anthropocentric and too demanding of machines?

In addition to his major contributions to the theory of computing, Alan Turing also addressed the question of how to tell whether a machine is intelligent. In one of his first analyses, he assumed that a machine could eventually be made to play a reasonably good game of chess. He then won­dered whether a human observer, with access only to the moves made on the board, could distinguish the machine's play from the play of a poor human player.

Eventually, Turing's ideas evolved toward what is now known as the Turing Test. In his seminal 1950 paper "Computing Machinery and Intelli­gence," Turing proposes to tackle the question "Can machines think?” Instead of trying to define elusive notions such as "intelligence" and "machine," he proposes to change the question to "Can machines do what we (as thinking entities) can do?"

Turing proposes a test inspired by the imitation game, a party game in which a man and a woman go into separate rooms and guests then try to determine which room the man is in and which room the woman is in by reading typewritten answers to questions asked of them. In the original game, one of the players attempts to trick the interrogators into making the wrong decision while the other player assists the interrogators in making the right one. Turing proposes to replace the woman with a machine and to have both the man and the machine try to convince the guests they are human. In a later proposal, Turing suggests that a jury ask questions of a human and a computer. The computer would pass the test if a significant proportion of the jury believed that it was the human.

The reason Turing's test has withstood the passage of time is that it avoids the most obvious anthropocentric biases we may include in the definition of intelligence. At the least, it prevents the jury from deciding whether something is intelligent or not by simply looking at its physical appearance.

On the other hand, the Turing Test still has a strong anthropocentric bias, because it forces the computer to imitate human behavior. For this reason, and also for other reasons, it remains a very difficult test for today's most advanced AI programs. To pass the test, a computer would have to possess human-like reasoning, memory, feelings, and emotions, since no limitations are imposed on what can be asked. Ultimately, any non-human- like behavior (such as the absence of emotion) can be used to distinguish the computer from the human. For instance, the jury can ask the program what is its oldest memory, or what was its most painful moment, or whether it likes sushi.

Turing, anticipating most of the objections that would be raised against his proposal, compiled a list of nine categories of objections. And indeed, in one way or another, all the arguments that came to be made against his test, and against the possibility of artificial intelligence, fall into one of the categories he listed. It is worthwhile to go through these objections in some detail. A few of them are easy to deal with, as they have no scientific basis and are either metaphysical or downright unreasonable.

The Theological Objection states that thinking is a result of man's immortal soul and therefore cannot be simulated by a machine. It is based on the assumption that humans are unique in the universe and are the only creatures with souls. This objection, which is based on the duality of mind and body, will be analyzed in more detail in chapter 10.

The Informality of Behavior objection is based on the idea that there is no set of rules that describes what a human will do in every possible set of circumstances, which implies that human behavior can never be simulated by a computer. In a way, this argument is equivalent to the idea that human intelligence is non-algorithmic, which makes it very similar to one of the other arguments presented below.

The Heads in the Sand objection states that the consequences of a think­ing machine would be so dreadful that one will never arise, presumably because humanity would steer away from its development. But humanity doesn't seem to have been able to steer away from any technology in order to avoid the risks it presents. This argument, however, is related with the dangers of super-intelligences, addressed briefly in chapter 12.

Two objections are based on the argument that the brain is not Turing equivalent, either because it can (in some unspecified way) compute non- computable functions or because the inherently ability of brain cells to work with real-valued signals gives it additional power. This objection will be analyzed in chapters 8 and 9 when we examine the workings of the human brain and the questions raised by our efforts to emulate it. However, it must be said that many people are strong believers in this argument, and it must be conceded that the question remains largely unresolved.

Another objection, first advanced by Ada Lovelace, is based on the argu­ment that computers necessarily follow fixed rules and therefore are inca­pable of originality, and that their behavior always leads to predictable results. This objection ignores the fact that very complex systems, even if completely defined by fixed mles, have utterly unpredictable behaviors, as modem engineers and scientists are well aware.

Another objection is based on the idea that humans have extra-sensory perception, and that it cannot be emulated by a machine. Because extra­sensory perception remains to be observed under controlled conditions, this objection carries little weight.

A final philosophical objection, which may be more profound than the others, argues that intelligence can only originate in consciousness, and that a symbol-manipulating machine can never attain consciousness. The argument that a computer can never behave intelligently by manipulating symbols would be made much later, more explicitly, in John Searle's (1980) Chinese Room thought experiment.

Searle's thought experiment begins with a specific hypothesis: Suppose that AI researchers have succeeded in constructing a computer that behaves as if it understands Chinese. The computer accepts Chinese characters as input and, by following a set of fixed rules, produces Chinese characters as output. Suppose, Searle argues, that this computer performs its task so well that it passes the Turing Test, fooling a Chinese-speaking jury. By the criterion of the Turing Test, we would then conclude that the computer understands Chinese. Searle, however, argues against that conclusion. He asks the reader to suppose that he is in a closed room and that he has paper, pencils, erasers, and a book containing an English-language version of the computer program. He can receive Chinese characters, process them by looking at the instructions in the book (thereby simulating the behavior of the program), and produce Chinese characters as output. Because the room-operator system can pass the test without understanding a word of Chinese, we must infer that the computer doesn't understand Chinese either.

Searle's argument hides, of course, a strong anthropocentric bias. Searle somehow assumes that a system (the room, plus the computer instructions, plus the computer, either human or digital) can, magically, conduct a con­versation in Chinese without understanding a word of Chinese. Searle would attribute the magic quality of understanding only if a human being, somewhere in the loop, was able to somehow change a blind computa­tional process into a conscious process. This is exactly the bias Turing tried to avoid by proposing his blind test, wherein the jury cannot be influenced by knowledge as to whether or not a human is involved.

Turing specified how the interaction between the jury and the players should take place. The questions and the answers should be typewritten, to avoid difficulties with the understanding of spoken language that are not deemed central to the problem. Thanks to recent technological advances in speech recognition and speech synthesis, this particular difficulty might become irrelevant in the near future, and we could imagine a full-fledged Turing Test in which live conversation with a human and with a synthe­sized avatar would replace the typewriter interface that Turing specified.

A number of experiments have shown that care must be taken to avoid oversimplification of the requirements expressed by Turing. A simple pro­gram called Eliza, written in 1966, used simple rules to mimic the behavior of a psychotherapist in such a way that it convinced many people it was a real psychotherapist. A program called Parry, written in 1992, mimicked the behavior of a paranoid schizophrenic convincingly enough to fool approxi­mately half of the psychiatrists who were shown the dialogues. Over the years, many other programs have been said to have passed the Turing Test. However, all of them succeeded only on very restricted versions of the test, and it is understood with significant confidence that decades will elapse before a computer passes an unrestricted version of the Turing Test. How­ever, this doesn't mean that it will never happen.

In 1990, the fortieth anniversary of the first publication of Turing's paper "Computing Machinery and Intelligence,'' a colloquium at the University of Sussex brought together a large group of academics and researchers on the subject of the Turing Test. One result of this colloquium was the cre­ation of the Loebner Prize, awarded to the program considered by the judges to be the most human-like. The present format of the competition is that of a standard Turing Test, including the typewritten answers. In the 2008 edition, the program Elbot fooled three of the twelve judges into thinking the computer was the human after a five-minute conversation. That came tantalizingly close to the original objective of fooling a "signifi­cant fraction" of the judges, proposed as 30 percent by Turing. But a five- minute conversation doesn't amount to much. More recent Loebner Prize competitions have specified longer and more demanding tests. The winner of the 2013 Loebner Prize, the Mitsuku chatbot, is, at the time of writing, available for interaction on the Web. If you test it, you will soon understand that it is indeed a program, that it has a fairly superficial model of the world, and that it doesn't come close to passing what Turing intended to be an unbiased test for true human-like intelligence.

Although the Turing Test remains the most independent and unbiased test ever proposed to assess machine intelligence, it has weaknesses, and many people have objected to its use. The most obvious objection is that the power of the test depends on the sophistication of the jury. Some peo­ple may be easily fooled, but others, more knowledgeable about the tech­nology and the issues under discussion, may be much harder to be led astray. A more serious objection is that the test may classify intelligent behavior as non-intelligent simply because it isn't close enough to human behavior. It is entirely possible that even a super-human intelligence such as the mythical computer HAL in Arthur C. Clarke's 1968 novel 2001: A Space Odyssey would fail to pass a Turing Test because it would think in ways too different from the ways humans think.

Overall, the Turing Test has not been central to the development of arti­ficial intelligence. AI researchers have solved many specific problems of immediate practical use, and have not dedicated significant effort to the development of programs with human-like behavior. Nonetheless, the Turing Test remains significant in the history of computing and artificial intelligence for the philosophical questions and challenges it raises.

Learning from the Past

Research in artificial intelligence is concerned with the way humans address and solve problems. Although it is difficult to define exactly what specific areas are included in the field of artificial intelligence, all of them are, in one way or another, related to the ways humans exhibit intelligent behavior. Human intelligence gives us the abilities to plan, to understand language, to interpret the world, and to control our movements in order to move around and to manipulate objects. These abilities correspond, largely, to AI's sub-fields of planning, natural-language processing, artificial vision, and robotics. Most problems in these areas have been studied for decades by a multitude of approaches, but they have proved to be, in general, much harder than they seemed at first. For example, the problem of creating a description of the objects in one's field of vision, once given as a summer project to students at MIT by Seymour Papert (1966), remains unsolved after the efforts of thousands of researchers. Only very recently have devel­opments in this area managed to create systems that are able to address that problem with some success.

There are many works on the subject of artificial intelligence and on many of its subfields, among them the reference textbook by Russell and Norvig (2009). AI is such a large field that I cannot even begin to address here the many techniques and theories that have been developed over the years by researchers.

There is, however, one subfield of AI so important to the problems we are discussing that it deserves a special place in this book. That subfield, machine learning, is central to all activities requiring intelligence and is concerned with the ability of machines to leam from experience—the most substantial ability that a system must possess in order to exhibit intelligent behavior. Of the many excellent books on the subject I strongly recom­mend Friedman, Hastie, and Tibshirani 2001, Vapnik 1998, Domingos 2015, and Michalski, Carbonell, and Mitchell 2013.

Human learning takes many forms, ranging from those that enable us to learn how to read and write to those (more innate and primitive) that enable us to learn a spoken language, to recognize objects, or even to walk. Machine learning is concerned with the replication of these and other related abilities in programs. Natural-language processing, artificial vision, robotics, and planning, all important fields of AI, would not have developed without the techniques invented by researchers in machine learning.

The recognition that learning is essential for the development of AI systems wasn't always as clear as today. Early researchers (Laird, New­ell, and Rosenbloom 1987; Rich 1983) tried to build into programs fully formed models of the world that would enable these programs to conduct a conversation or to process an image. The symbolic approach to artifi­cial intelligence (which became known as Good Old-Fashioned Artificial Intelligence, abbreviated GOFAI) didn't work as well as had been expected, because the problem of creating an artificially intelligent system was much harder than had been expected. Building an explicit and complete model of the world, for instance, is now recognized to be a very, very dif­ficult task, because no human being can explicitly describe such a model, much less write it down in a form that a computer can use. Every one of us has his or her own model of the world—a complex, fluid, multi-faceted model that differs from the models of others in many ways. Furthermore, adapting symbolic systems to the uncertainty always present in real-world problems proved to be much more difficult than had been expected. Object recognition, for instance, is influenced by camera noise and lighting conditions, phenomena that are hard to incorporate in explicit logic models.

Eventually most researchers turned to the idea that an AI system must have a built-in capacity to adapt and to learn from experience—a capacity that would, in time, create the world models that are needed. This implies that what must be created is not a system intelligent from the very begin­ning, by design, but a system that can learn to be intelligent by adapting its own internal structures on the basis of experience. This idea can be traced back, again, to Alan Turing, who, in the same article in which he proposed the Turing Test, suggested that it might be easier to program a machine that learns than to program a fully operational thinking machine:

Instead of trying to produce a programme to simulate the adult mind, why not rather try to produce one which simulates the child's? If this were then subjected to an appropriate course of education one would obtain the adult brain. Presumably the child brain is something like a notebook as one buys it from the stationer's. Rather little mechanism, and lots of blank sheets. Our hope is that there is so little mechanism in the child brain that something like it can be easily programmed. (Turing 1950)

Learning is, in fact, what the human brain does, as do the brains of many other animals, to a lesser extent. The brain of a newborn human doesn't enable it to perform many actions. A newborn cannot walk or talk, has only basic visual perceptions and motor skills, and would not survive alone in the wild. Yet, as the years pass, the structures in the brain adapt in such a way that the child learns to walk, to talk, to move, and to interact with the world in a meaningful way, becoming an autonomous and self- sufficient agent.

What is true of humans is also true, to a lesser degree, of non-human primates, other mammals, and even non-mammals. Their brains do not come fully formed. Instead, they adapt in such a way as to be able to endow their owners with whatever skills they need to survive. What is unique to humans is the extension of the learning process, which takes many more years than in any other species and which transforms a defenseless new­born into a fully autonomous adult. The extension of our ability to learn is, therefore, the crucial characteristic that separates our brains from the brains of other animals. Reproducing this ability in a program became a major field in AI research: the field of machine learning.

The central idea of machine learning is relatively easy to explain, as are some of the machine learning techniques that have been developed and successfully used in many domains. The quintessential problem of learning consists, in a very simplified way, of inferring general rules or behaviors from a number of specific concrete experiences. This is called inductive learning, and it can take many forms. Inductive learning can be applied to many problems and has been a topic of countless scientific articles, books, and dissertations, including my own dissertation (Oliveira 1994).

In its simpler form, inductive learning is performed by learning a general rule from a set of labeled instances. In this simple case, each instance is described by the values of a fixed set of attributes and by a label that speci­fies the class of the instance. Consider, for example, the hypothetical prob­lem of learning, from experience, whether a specific day is a good day on which to play tennis. You remember some days in the past weren't good days on which to play, and you registered some weather variables for those days in a table that may look similar to table 5.1. To avoid the negative experience that stems from trying to play tennis on a day not good for the sport, you decide to infer, from this table, a rule that helps you decide whether a day with some specific characteristics is a good day on which to play tennis. (This is, of course, a contrived and artificial problem, but it serves to illustrate the central idea. You can imagine that, by performing some analysis of the table, you could infer a rule that could be used to clas­sify days as either good or not good for playing tennis.)

Given a small number of instances, there are many possible solutions, or rules, but some may seem more reasonable than others. In its simplest

**Table 5.1**

Learning instances.

|  |  |  |  |
| --- | --- | --- | --- |
| Temperature | Humidity | Wind | Play tennis? |
| 70 | 95 | 5 | Yes |
| 32 | 80 | 10 | No |
| 65 | 80 | 20 | No |
| 75 | 85 | 10 | Yes |
| 30 | 35 | 8 | No |
| 75 | 35 | 8 | Yes |
| 72 | 35 | 25 | No |

form, machine learning aims at finding the classifier with better expected performance in future instances not yet observed or experienced. In this context, a classifier is simply a rule or set of rules that, when given the values of the attributes of one instance, produces the label of that instance. In our example, an instance corresponds to a specific day, attributes of the instance are the characteristics of that day, and the objective is to label each day with either Yes or No.

Visualizing the instances may sometimes provide hints. For instance, by plotting the instances in table 5.1, using only the temperature and the wind values, one obtains the graphic shown in figure 5.1, which seems to show that days that are good for playing tennis cluster together in a two-dimensional space. In fact, this visualization leads immediately to one simple approach to classifying days: When classifying a new instance, sim­ply look in the table for the instance that is more similar than all others, in terms of attributes, to the instance under analysis, and use the label of that instance as the answer. For example, a day with the attributes (Temp, Humidity, Wind) = (34, 80,12) would be very similar to the day in the sec­ond row of the table and, therefore, would not be a good day on which to play. This useful algorithm, called "nearest neighbor," led to a large family of methods by which to perform induction, which are sometimes grouped together as similarity-based learning. However, there a number of difficulties that make the nearest neighbor method not applicable in many cases. In particular, similarity-based methods require a good measure of similarity between instances (something that isn't always easy to derive), and they may be inefficient if they have to search extensive databases to obtain the
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**Figure 5.1**

A graphical depiction of table 5.1, using the temperature and wind attributes. Trian­gles represent days that are good for playing tennis and circles represent the other days.

We now know that the problem of inferring a general rule from specific examples is not well posed, since it always admits many possible solutions and there is no universal way to select the best one. In this particular case, it may happen that you enjoyed playing tennis on days that were warm and not windy, but it may also happen that some other particular combination of characteristics was responsible for your enjoyment of the sport. Further­more, it may happen that what made you enjoy playing tennis in the past will not have the same effect in the future.

David Hume (1748) was the first to put the finger on the central prob­lem of induction by arguing there is no obvious reason why the future should resemble the past. There must be a belief in some regularity that enables us to make inferences from a finite set of instances. Hume saw clearly that we can never be sure that the data we obtain about a specific phenomenon suffice to enable us to predict the future. In Hume's opinion, even things as well known as "the sun rises every day" cannot be used as predictors of the future, whereas mathematical truths obtained by deduc­tion are demonstrably true:

That the sun will not rise tomorrow is no less intelligible a proposition, and implies no more contradiction, than the affirmation, that it will rise. We should in vain, therefore, attemnt to demonstrate its falsehood. Were it demonstratively false.

it would imply a contradiction, and could never be distinctly conceived by the mind. (Hume 1748)

Hume's basic point, that induction from past experience cannot provide guaranteed results, remains as valid today as it was in the eighteenth century. Our ability to learn from experience exists only because there is some regularity in the data that, for some reason, we are able to explore. This is called the inductive bias, and deciding what it should be has occupied researchers for decades, leading to a variety of learning algorithms from many different schools of thought. Pedro Domingos, in his 2015 book The Master Algorithm, systematizes the approaches and biases that have been developed by machine learning researchers into five large families of methods, each based on a specific idea. Some of these methods are briefly described in this chapter.

It is possible to demonstrate that all learning algorithms have the same performance when their respective performances are averaged over all pos­sible problems in a given domain. This is called the No Free Lunch Theorem; it is equivalent to the statement that all learning algorithms are equally good if a preference for a specific learning bias can't be established (Wolpert

1. . For real problems, it is usually possible to establish a preference for some explanations over alternative ones. That makes it possible to learn from experience, as we do every day.

Of course, the problems can be much harder than the one in the exam­ple cited above. They can, in fact, be arbitrarily hard, because almost any perceptual human experience can be framed as an induction problem, spec­ified by a table of instances, with some minor adaptations. Consider, for example, the extremely hard problem of recognizing an object in an image, a problem that remains essentially unsolved even after many decades of research. This is a somewhat simplified version of the problem of scene recognition to which I referred earlier in this chapter. In this simpler prob­lem, one wants a classifier that recognizes when a particular object (for example, a car) is present in a picture, and answers with a Yes or a No the question "Is there a car in this picture?" The picture itself can be an array of gray-scale pixels in which a pixel can take any value from 0 to 1, where 0 means black and 1 means white. Color images are similar, but in these images each pixel requires three values to specify the exact color and its intensity.

This problem can be framed very easily as a typical induction problem, where a rule is to be learned from a set of instances. In this case, the attri­butes are the pixels in the image. The label is a Yes if there is a car in the picture and a No if there is no car. The table would necessarily be a much larger table. If one uses one megapixel images, there are a million attributes, each corresponding to one column in the table. The table includes an addi­tional column for the label that contains, in this case, a Yes or a No. Despite the superficial similarity of these two problems and the fact that they can be formulated directly as inductive learning problems by presenting the table of instances, the solutions for them are, because of their intrinsic com­plexity, profoundly different.

For the problem in table 5.1, it is relatively easy to imagine that there is a simple rule that differentiates between days good for playing tennis and days not good for playing tennis. Perhaps some simple rule stating that warm days with little wind are good will work well. Computers can deal with such tasks very easily, and in fact machine learning is routinely used to solve them. Machine learning is used, for instance, to analyze your transactions when you use a credit card or when you make a succes­sion of withdrawals from your bank account. The rules used are probably derived from many millions of previous transactions. Given the patterns observed in your most recent set of transactions, they specify whether an alarm should be raised and the transactions should be inspected. Comput­ers deal with such comparatively simple problems by learning sets of rules that work not only in the cases used during training but also in new cases that have never appeared before. This is exactly the point of machine learn­ing: deriving rules that can be applied in instances that have not been seen before by the system but that are, in some sense, similar to the ones that have been seen.

Object recognition is conceptually similar but, in practice, much harder. Although humans learn to recognize cars, and can easily tell when a car is present in a picture, we don't know exactly what mechanisms the brain uses to perform this task. Presumably our brains build internal representa­tions of cars as we become familiar with them. We learn to recognize parts of cars (wheels, doors, headlights, and so on), and somehow our brain puts these things together so that we can recognize a car. Of course, even a wheel or a door is hard to recognize, but presumably, it is somewhat easier to rec­ognize than a whole car.

The field of machine learning has evolved so much that the recognition of objects is now within reach of computer programs. There are many algo­rithms that can be used to perform inductive learning; I will cover only a few of them here. Learning from patterns is very relevant to the central topic of this book, since it is believed that much of the human brain's plas­ticity results from related mechanisms. Plasticity, the ability of the brain to change and adapt to new inputs, is believed to be the central mechanism involved in learning in animals and in humans.

Given a set of instances, each one with a label, the objective is to derive some rule that distinguishes the positive instances from the negative ones. More general cases in which there are several possible label values can be handled by the same basic techniques. One way to derive a rule is to infer logical or mathematical formulas that can be used to distinguish the posi­tive instances from the negative ones. For instance, one may imagine sim­ple rules of the form "If it is a warm day and it is not windy, then it is a good day for playing tennis" or more complex rules represented by logical com­binations of these simple primitive rules.

One very successful class of learning algorithms, inference of decision trees (Quinlan 1986; Breiman et al. 1984), formulates rules as a tree, which is then used to classify previously unseen instances. Figure 5.2 shows an

Instance

![C:\Users\ANITAC~1\AppData\Local\Temp\FineReader12.00\media\image31.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAdAAAAFLAQAAAABOh+AtAAAACXBIWXMAABcSAAAXEgFnn9JSAAAG50lEQVR4nO3bTWvcRhgA4F0M9aXEhR56aMhSAu21EGgSUjz5GT2mJ19CcjB0MSlWSqA+uqdcCtWxPyCnQpJ1cPFe0ugHJGTXGKpLya5RiSQs6+1oRiNrNJ+azXZjsgLvarX77Ds7X5oZWR2QbCPZQWHrLOmSLumSLumcaLCQqEu6pEu6pEv6IdLFnHPOXdTF0NEM1HOl6SvnqMl3zjST/go72nWm+Qx0ZREUVhdCd9zprjs9d+11hmy64kzzLWeaZc40zT1XGgFypSH4rjSwK1gZ9eHIlSI4dqQ4fxNHil3muVGc2hy50RDAqnQkdAj1fiK/0DPS7FuP7vhl5PLwRVUhn9Fka0B3EBR1kW2nqZnGkU9TWAQvSyfFUdOJiUbTmNJTkswytetr2fVQVDzdmW74LBIOXR79uAufG6P2spLSn+nRow9S+NVEcf35ilKaPkQP43bw0kRxvpSUZmhZsD+vwEtTDmcIrlI6qMXOL3bh5chAYQ36g1pS6S9OPDh+YqT7402Cyi4tZceTbWSiJ4cJQaxEFZ+XUbaV4SxarEAjesiixQo0hC9JQL89DSAe0OfW1MdJPh2BRX8qUATR8d6FVdafFrUwpK1JTRMv63R7uFjjfw5+2ISkU9+UdMp9KNq7079Xo1dzG+pNPQ/TN5hyJ4BcSWP4rDqAsykoKNc36OjZFmBaJJgrHDsaQjS+0+/zIzY7GsHh+M/La9BrT3H1P8FdE1+H7ShtbR7fcuwoaeo54s+wdpT0TflZL2GgXBn6IByyjTokj3ybs6RHtdgtKa28yIWSvG2MEi1p/fzakpK0NsZcloVDcijiP2VLizYztKV8giXjJunYWkKLxCLbqHyCUzGKbYIT8TxnGxU31bTxKduoePTSKBt7OoDmKMuaitMGaypOVqypOEWypuLEzJqK00FrKk5Crak49bWnw+an7KkwjLWnwnb+qLeQqEs6b+qdNyo7+F4n2J2y+ff/G3UG+kI2TbOjB0LPbE3HsnVqS7rmTKcz0J4zTRZCM7QQ6jnTc9fUpSsyltnUc6bSFUxKRwYay5YhC5r3kYFOmsPyin5iokFzMsAodDwD9WVLbVY0R7LSIfS+iQK/wlGnelmsVEmuhBG6Z6CpZJxb0mcGGkuX2qzoBISpGqOHBjqSLoQSalr4G0ibna76x2P6TBhiR8Npnb5dgbHsskOZB6Rn8ivKfl7nfrWaJ9BwRJ/JIkXA0h6zBkjZhU5XOOfj+WR5lZBkRbnCjSDeZ5QJIR8OYfIT+xJgixzJeC2uEqykiReUayJ+8UALdn/ai1k5qSn0JmU9QMVDxr4lFKjwW3M0Oa19KX0cjnsWNPFKmtViTzFlK75qirOJJrhMtk++BkH4hFGkokMIbpCdskujxTmA/QfGqCMY0vZddqRVf8qarjpqtZW1R+hPLagP8AaENTMrirLvD7zmKmpJ4yMt9fJN3E2I/WlBj7Q0g3xrUrzdk9DjWEdxsV5/fTtFQn9a0Clpghw9gayzAnCz0+niNnbt1S18RhuT9nmp091brei//ZUmrV0IwO/98nrjLqNk6zH69upmk25fwqRo6eMiwQ+fFnSXJag8yZMc/marSWsvcO0/WO9jWsumUUUf6ijef7G+sYHqK0ln9EBLBxBs9zdRvS+oKIT3dDSAyfbla716/1/RKPxUR8smUz/rBIwexTs6GnFPPBU/zb1IueCtaPkjR5YU1fbLrB040BLV35/YUlIDuTm3NSX9GDcisE4wac5cr2YdlShubMpH5U9XHE2rT9skmHtBCtaX0+lq0hgQcC/4YcgZrTY1LRjfC3O0MS3mqd/s+ykF6cbToHnG0VHEvQqb6/v2NGpey7Knp83rJSNrikuHP2AfVTjNtaDNyUoL2pwitaBhYyDRgkaN6WALmjbmKi1oc+rbggrZ1oI2tvePekv6/tKBO0Vzizpxp3P6rQY6Q4J1FLlT7wOKaqCLqcMzRJ1TbTLQOSV4fnQxCdZEDa9r5ckLT0mPv9DS7LmaTvW3Y9A7U945TfS3Y9A7U945zQw3geio7ApZbVtR09xAH2hoT0931FS2Vl/fhvOhA9Aucyuqf/UPpvI7knLN/61a0Jv47yMJPWE7sgsxtdm15O6sGWg1L5mBnghvfbA01xSOgrIdh6jzoYVASEfzdU9Ne1oK60hNd/UJ/k2T4N2Blj5PIyX9/bGno39ND5X00Ymvo4d/31XSPx6NdDQabyjp42ikbK9QXD9WJ/jplUAXNS4u16joDUPUH5XVf1BQddSj8W11bSr+y0Ed9VlROLpGp6Z0Z0nJJr15Y1HUs6CG09V8sklxd3PuTZS0GhDIR6fGscTX+A9JKYy7sIffzTr/AZ4mjM/cMKwaAAAAAElFTkSuQmCC)

Figure 5.2

A decision tree for the tennis problem.

example of a decision tree that could be used to classify the instances of the tennis problem.

Decision-tree learners try to infer the best possible tree, typically prefer­ring simple trees over more complex ones on the basis of the argument (first put forth by William of Occam, in the fourteenth century, and com­monly known as Occam's Razor) that simpler explanations that fit the available data have more predictive power than more complicated explana­tions. The statement that entities must not be multiplied beyond necessity, attributed to Occam by John Punch (Crombie 1959), is usually interpreted as a defense of simpler theories versus more complicated ones.

The simple and intuitive idea behind Occam's Razor led to many com­plex discussions about what "simple" means, and why simpler explana­tions should have more predictive power. This bias in favor of simplicity has been extensively studied and debated by philosophers, mathemati­cians, and computer scientists (Solomonoff 1964; Blumer et al. 1987; Domingos 1999). It is possible to conclude that simpler mles have, in gen­eral, higher predictive power, although the definition of “simpler" has to be formulated in very explicit mathematical terms.

To obtain simpler explanations, many decision-tree learners proceed by greedily selecting the attributes to be tested on the basis of how much infor­mation they bring about the label. Attributes that are more informative (i.e., more highly correlated with the label) are chosen first, thus creating a preference for smaller and simpler trees.

Decision trees can be used very effectively in a number of domains because they are a structured and understandable way to represent a deci­sion procedure based on a set of tests. For these reasons, they have been extensively used in medical diagnosis (Kononenko 1993), in financial anal­ysis (Magee 1964), and in many other areas of science and industry. How­ever, they are not the best tool for performing inductive inference in many problems, particularly when the attributes are numerous and real-valued and the boundaries of the classes are complex and high-dimensional. Other, more sophisticated classification methods can be used for such problems.

Perceptrons and Artificial Neural Networks

The use of decision trees is just one of the many techniques used to infer (or learn) general classification rules from a set of instances. These rules can take many forms and can be inferred in many different ways. One way, for instance, is to convert the attributes into numerical values (if they are not already numerical) and then perform arithmetic computations on them. One obvious and popular approach is to compute a weighted sum of the input attributes, with the weights determined by some criterion, and then compare the weighted sum with a threshold. The result of this comparison defines the class of the instance. In this way, one is weighting the different inputs, in much the same way one would ponder the different variables that influence some difficult decision. If the weights are chosen carefully, the value of the sum can be used to separate the instances according to the values of their class labels. Other, more complex forms of combining the input values can also be used.

The idea of computing a weighted sum of the values of the attributes is particularly appealing, in part because of its simplicity and in part because it is vaguely inspired by the way neurons in the brain work. Warren McCulloch and Walter Pitts (1943) were the first to propose that neurons in the brain perform a weighted sum of their inputs, computing threshold functions whose outputs are then combined to perform the complex tasks involved in thinking. Frank Rosenblatt (1958) proposed the perception, a simplified model for the neurons in the brain. Real neurons do indeed per­form computations on their inputs that can be viewed, in a very simplified way, as weighted sums of the values of these inputs. Rosenblatt's perception model, which was originally designed to be implemented as hardware, is similar to an artificial neuron, since it computes a weighed sum of its inputs and compares it with a given threshold. If the value is higher than the threshold, the perceptron "fires" and its output is 1. Otherwise, the output is 0. The computation performed by a simple perceptron, with four inputs (xi, x2, \*3, x4) and four weights (w1; w2, w3, w4), is illustrated in figure 5.3. The additional weight w0 is connected to a constant input with value 1 and defines, in reality, the value of the threshold.

Perceptrons drew significant interest for two main reasons. The first was that they were, in some ways, similar to actual neurons in their generic behavior. Real neurons also fire only when the total amount of excitation they receive is high, and remain "silent" when the total amount of excita­tion is low. The computation performed by a real neuron is much more complicated than a simple sum and, in the majority of the cases, is not likely to correspond to a linear sum of the inputs. However, if one wants to
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Figure 5.3

A diagram of a perceptron.

define a very simplified mathematical model of the behavior of a single biological neuron, it is reasonable to use, to a first approximation, the perceptron model.

The second reason why perceptrons caused some excitement when first proposed was that a learning algorithm to train perceptrons was available and could be used to derive the values of the weights and the threshold. This algorithm corresponds to a mathematical rule that adapts a percep- tron's input weights in order to make the perceptron perform the desired task. This rule is very simple. Every time an instance is presented, the rule changes each weight if the desired output, Y, is not the same as the actual perceptron output, Z. The weight is changed by a small amount, controlled by a parameter a, in such a way that it moves the value of the weighted sum (before the threshold is applied) in the direction of the desired value, in accordance with the equation

w,- **(t** +1) c- w,- (**t**) **+ a(Y-Z)x,.**

When input x, is positive, this equation simply states that at time t + 1 weight Wj is increased if the desired output Y is higher than the observed output Z, and is decreased otherwise. If x, is negative, the changes occur in the opposite direction. The change defined by this equation implies that the weighted sum, for this particular input pattern, will now be slightly larger if the desired output is larger than the observed output, and will be slightly smaller if the opposite condition is true. This update rule is applied to every weight Wi. If some fairly simple conditions are met, this rule is guaranteed to work and to eventually lead to a set of weights that makes the perceptron classify each and every input correctly.

The perceptron model appeared to be a significant step toward the emer­gence of self-configurable systems that would learn by themselves to per­form any desired task. Perceptron-based learning was seen, at the time, as a very promising avenue to develop adaptive brain-like behavior in comput­ers and electronic systems. In fact, in 1958 the New York Times optimisti­cally called the perceptron "the embryo of an electronic computer that [the Navy] expects will be able to walk, talk, see, write, reproduce itself and be conscious of its existence" (Olazaran 1996).

Alas, things turned out not to be so straightforward. The challenge lies in one of the conditions that has to be met in order for the perceptron update rule to work and in the fact that the rule is applicable only to single perceptrons. Since the perceptron computes a simple weighted sum of the inputs, it computes what is mathematically known as a linear function, and it can distinguish only things that are linearly separable. For instance, if the instances are defined by only two real-valued attributes, Xi and xz, they can be visualized as points in two-dimensional real space, one dimension for each attribute. In this simple case, a perceptron can separate the positive and negative instances only if they can be divided by a straight line. Classes with more complex separations cannot be learned by a perceptron, as Minsky and Papert made abundantly clear in their 1969 book Perceptrons. That book dampened the enthusiasm for perceptron-based approaches that existed at the time and led researchers to look for new ideas for the development of intelligent machines.

Figure 5.4 illustrates two examples of hypothetical problems with two real-valued attributes. When there are only two attributes, the problems can be conveniently drawn in two dimensions, since every instance corre­sponds to one point in the two dimensional plane. The problem illustrated in figure 5.4a can be learned by a perceptron, because a straight line can separate the positive instances (filled circles) from the negative instances (non-filled circles). The problem illustrated in figure 5.4b cannot be learned by a perceptron, because there is no straight line that can be used to sepa­rate the two types of instances. The positive instances of the problem in table 5.1 (represented in figure 5.1 using only two of its three dimensions) can also be separated from the negative instances by a straight line. This

a b
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Figure 5.4

Boundaries for two different problems. Only the problem shown in diagram a can be obtained by a perceptron, which implements a linear function of the inputs.

The negative result that single perceptrons cannot learn more complex problems would not be, by itself, a severe blow to the perceptron-based approach, because, after all, one perceptron is only the model for a single neuron. No one expects a single neuron to perform tasks requiring intelli­gence, and indeed a number of results have shown that multi-layer artificial neural networks can approximate arbitrarily well any desirable behavior and can, therefore, be used to perform difficult tasks if the weights are assigned correctly (Hornik, Stinchcombe, and White 1989). Artificial neural networks (often referred to simply as neural networks) are computational models based on the interconnection of simple neuron models. They don't intend to reproduce faithfully the behavior of real neurons, but they repre­sent a very useful abstraction.

It was once hoped that some learning rule could be used to train net­works of perceptrons arranged in multiple layers. Such a learning rale would have had to solve the so-called credit assignment problem, which con­sists in determining the values that should be assigned to the weights in order for the whole network to perform the desired task.

The credit assignment problem was shown to be very difficult to solve. We now know that this problem is NP-hard. A number of results have shown that training even simple networks of perceptrons is an intractable problem (Blumer and Rivest 1988), implying that there is no known effi­cient algorithm, guaranteed to work in all cases, that will assign the right weights to a multi-layer neural network.

However, the hope for an efficient training algorithm came to be real-

multi-layer perceptrons were rediscovered and were popularized, mainly through the work of David Rumelhart, James McClelland, and the PDF Research Group (1986). The breakthrough was made possible by the realiza­tion that if standard perceptrons, with their hard thresholds, were to be replaced by soft-threshold perceptrons, a training algorithm could be devised that would, at least in principle, derive the required weights for an arbitrary network of perceptrons. This result was even extended to net­works of perceptrons with feedback, in which the outputs of perceptrons were fed back onto themselves, directly or indirectly (Werbos 1988; Almeida 1989).

This algorithm opened the way to an approach called connectionism, which is still actively being used even though it has progressed more slowly than its supporters expected at first. Connectionists believe that networks of very simple processing units, with the right configuration and the right weights, can be used to perform very complex tasks, and that eventually they may exhibit intelligent behavior.

When a network of soft-threshold perceptrons (such as the one illus­trated in figure 5.5) is used, the output neuron computes a function that is smooth and well behaved. In mathematical terms, this means that small changes in the inputs or in the connection weights lead to small changes in the output. In the example illustrated in figure 5.5, there are five input units, three hidden units (between the input and the output), and one
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output unit. Each connection has a weight (not shown) that can be adapted to make the multi-layer perceptron perform the desired task.

Mathematically, it is possible to compute, for any possible input pattern, how the value of the output neuron varies with a small variation of each interconnecting weight. Therefore, it is easy to determine how a small change in any weight in the network affects the output. This makes it possible to compute how the weights should be changed in order to make the value of the output neuron move in the desired direction.

More precisely, what is computed is the derivative of the output error with respect to each of the weights. This collection of derivatives is called the gradient, and, because the algorithm changes the weights in order to minimize the error, the technique is called gradient descent. A simple math­ematical formulation of this computation, called back-propagation (Rumel­hart, Hinton, and Williams 1986), starts by computing the output error and back-propagates it until the input neurons are reached, obtaining, in the process, the complete gradient of the error with respect to the weights. That gradient can then be used to adjust the weights in order to reduce the output error.

Conceptually, back-propagation solves the credit assignment problem, thereby showing an effective algorithm for training networks of percep­trons exists—something that seems to go against the theoretical limitation that training multi-layer perceptrons is computationally hard. The appar­ent contradiction is explained by the fact that back-propagation can indeed be used to train complex networks but will, in many cases, fail to find a good solution (that is, one in which the error is small and the rule learned by the network is useful).

Some problems, such as recognizing a car in an image or recognizing a spoken sentence, are simply too complex to be solved directly by the appli­cation of back-propagation. Such problems require significant transforma­tions of the input values in order to derive complex internal representations that can then be combined with previous knowledge to yield the final answer. In these cases, back-propagation may be too slow or may generate inappropriate weights, thereby failing to solve the credit assignment prob­lem. This is a consequence of the fact that the error function, whose mini­mum is sought by the back-propagation algorithm, is simply too hard to minimize.

Back-propagation is only one of the many different techniques that have been invented to adjust the weights that interconnect these simple, neuron-like units, called perceptrons. Many other approaches and models have been proposed, making this field one of the most complex and well researched in the larger area of machine learning. Recently, new develop­ments, called collectively deep learning, have extended significantly the performance and range of applicability of neural networks. Deep learning methods use large amounts of training data, sophisticated multi-layer architectures, and various neuron models to derive complex structures that include intermediate representations of complex attributes. Some deep learning techniques are inspired not only by standard connectionist tools (such as back-propagation) but also by advances in neuroscience and, in particular, by the patterns observed in actual nervous systems.

Deep learning techniques have been applied to computer vision, to automatic speech recognition, to game playing, and to natural-language processing. Neural networks trained using deep learning have been shown to produce state-of-the-art results that represent significant advances in the field. Ultimately, however, it is not likely that existing machine learning techniques, including deep learning, can be used to autonomously derive the complete set of connections in a neural network that has billions of artificial neurons and is comparable in complexity to the human brain. They will certainly be used to perform complex tasks that required, until now, the intervention of humans, such as driving a car or recognizing a face. However, more significant advances will be required if the objective is to design systems that, by learning from experience, will end up exhibiting human-like intelligent behavior.

The Formula of Reverend Bayes

The approaches to learning from examples described above may seem somewhat ad hoc in the sense that a given framework must be selected, and only then are its parameters adjusted to the available data. Before you actu­ally perform any learning, you have to select the model that will be used, and only then is the model inferred from existing data. You may, for instance, select decision trees, or neural networks, or one of the hundreds of different ways to construct classifiers. Only after this initial decision, which seems rather arbitrary, can you apply the learning algorithms to derive the structure and parameters of the classifiers. The theory behind such an approach doesn't seem very solid, since at the beginning of the process lies a very arbitrary choice of the learning paradigm.

In practice, one would select a few different methods, try them all, and then pick the one that provides the best results. This improves the process somewhat, but it still leaves much to be desired, since the initial choice of the classifiers that will be tested remains rather arbitrary and doesn't follow any clear rules.

Is there a better way? Is there a mathematical formulation that doesn't involve arbitrary choices and that provides the best answer, obtaining the best possible classification for all future instances? The answer is, somewhat surprisingly, "Yes and no." Thomas Bayes was the first to discover the answer to this question. He presented it in an essay that was read to the Royal Society in 1763, two years after his death. The presentation, made by Richard Price, was titled "An Essay towards solving a Problem in the Doc­trine of Chances." It described a somewhat restricted version of what is now known as Bayes' Theorem. The present-day version of Bayes' Theorem is the result of further development by the mathematician Pierre-Simon Laplace, who first published the modern formulation in his Theorie analyt- ique des probabilites.

Bayes' Theorem is used to compute the probability of an event from the probabilities of other events that influence it. In particular, Bayes' Theorem can be used to predict the probability of the value of a label of a particular instance with mathematical certainty if one knows the values of the attri­butes that define the instance and the values of several other probabilities. Given two events (A and B) that affect each other, the statement of Bayes' Theorem is deceptively simple:

This formula gives the probability that A happens given that B has happened, P(A \ B). That probability—the probability of occurrence of an event A, conditioned on the occurrence of event B—plays an important role in Bayesian statistics. I will illustrate its role with the help of the data in table 5.1.

Let us define event A as "a day good for playing tennis" and event B as "a non-windy day, with wind below 15 knots." If we assume that the data are representative of the distribution of day characteristics and that they faithfully reproduce the probabilities of the events, we can conclude that P(A) = 3/7, because out of the seven days registered only three were good days on which to play tennis. However, if we consider only non-windy days, we obtain a value of 3/5 for P{A | B). This is the probability that a day is good for playing tennis, conditioned on the fact that the day isn't windy.

Before we consider applying this formula to the inductive learning problem, it is instructive to consider a simpler example in which the application of Bayes' formula provides the right way to reason about probabilities.

Suppose that someone randomly selected from the population of the United States decides, for no particular reason, to take a AIDS test. He or she identifies a reputable clinic providing a test that is 98 percent precise. This means the test will give a wrong result only 2 percent of the time, returning either a false positive or a false negative. We know that the incidence of AIDS in the US is estimated to be 0.4 percent, meaning that about four people in a random sample of 1,000 will have AIDS.

Now imagine that the test result is positive. What is the probability that the person has AIDS? One would think it is pretty high, given that the test very seldom gives wrong results. The exact probability that the person has AIDS is given by Bayes' Theorem, with A meaning "has AIDS” and B mean­ing "test result is positive for AIDS." What, then, are the values of P(A\B) and P(A \ B), which are respectively the probability of the person's having AIDS and the probability of the person's not having AIDS, given that the test result was positive?

As has been noted, the probability of AIDS in the general population, P(A), is 0.004. Therefore, P{A) = 0.996. From the probability of error of the test results, we know that P{B\A) = 0.98, and P(B\A) = 0.02. These values are, respectively, the probability that the test returns a true positive result (i.e., the person has AIDS and the test result is positive) and the probability that the rest returns a false positive result (i.e., the person does not have AIDS and the test result is positive).

Now, by computing P(A|B) = P(A)xP(B | A) and P(A\B) = P[A)xP(B \ A), we obtain, respectively, 0.0039 and 0.020. The normalizing factor in the denominator of Bayes' formula, P(B), is the same in both cases and serves only to make these two values add up to 1, since the person either does or doesn't have AIDS. By normalizing the values 0.0039 and 0.020 so that they add up to 1, we obtain the counterintuitive result that, even after testing positive for AIDS, the person still has only a 16 percent probability of hav­ing AIDS, and an 84 percent probability of not having it.

Bayes' Theorem enables us to combine the a priori probabilities of events with the additional evidence (in this case, the test) that changes our degree of belief in the occurrence of these events, giving us the a posteriori proba­bility. For instance, earthquakes are rare, and therefore you will think first of other explanations if you feel the floor of the building you are in shak­ing. However, if you see a whole building shaking, the added evidence over­rides the low probability of earthquakes and you probably will believe that one is happening.

Let us apply Bayes' formula to the example in table 5.1. Consider that event A represents "a day good for playing tennis" and its opposite, A, rep­resents “not a good day on which to play tennis." We will consider a simpli­fied version of the problem and will use only the first column in table 5.1 to define event B. Event B, therefore, means a warm day (which we will define for this purpose as a day with temperature above 50°F), and event B means a cold day (below 50°F). In this simplified version of table 5.1, we can now compute all the values required to apply Bayes' Theorem.

From the table, we can now estimate the following probabilities: P(A) = 3/7, because, as we have seen, three days out of seven were good for playing tennis. P{B\A) = 1.0, because on every single day that was good for playing tennis it was warm. Finally, P(E) = 5/7, because on five days out of seven it was warm. Using these probabilities, we can now apply Bayes' Theorem to compute the probability that a warm day is a good day on which to play tennis. To do so, we compute

(3 / 7) x 1.0

5/7

and obtain 0.6 as the probability P{A | B) that a warm day is good for play­ing tennis. You can verify this value by noticing there are five warm days in figure 5.1, of which three are good for playing tennis.

Note that this computation requires no specific assumption about what makes a day good for playing tennis. We simply computed probabilities from the data and applied Bayes' Theorem to obtain a result, known to be exact. However, there are significant difficulties with the application of

Bayes' Theorem in real life that make it difficult to use directly. These diffi­culties are related to the computation of the probabilities needed to obtain the value on the right-hand side of Bayes' formula.

Take, for instance, the value of P(B), the probability that a given day is a warm day. Our estimate of this value, 5/7, was obtained from the table, but we have no warranty that it is an accurate estimation of the true value of P(B). We can improve this estimate by obtaining more data or by consulting meteorological records, which would give more accurate estimates of the true value of P(B).

However, if we want to consider all the columns in table 5.1, an even bigger difficulty arises. Suppose we want to compute the probability of an event A, given a conjunction of other events. For instance, we may want to compute P(A\B aCaD), where B is a warm day, C is a dry day, and D is a windy day. Recall that a means "and" and specifies the simultaneous occur­rences of these values of the attributes. Now, to apply Bayes' Theorem, we would have to compute P(A), as before, but also P{B a C a D\A). Computing this last probability is difficult and makes it hard to apply. P(B a C a D\A) is the probability that a day good for playing tennis exhibited those specific characteristics, (warm, dry, windy). Computing this probability with some accuracy requires an extensive record and in many cases is not even possi­ble. Even the meteorological records would not be of help, unless they also included the information whether the days were or weren't good for playing tennis. If, instead of three simple attributes, one is dealing with hundreds, such information is never available, because such a particular combination of attributes has probably never occurred before.

Therefore, direct application of Bayes' Theorem to compute the "true" probability of an event cannot be performed, in general. However, the com­putation can be approximated in many ways, and this leads to many practi­cal classifiers and learning methods. One simple such method, called the Naive Bayes Classifier, assumes that, instead of the difficult-to-compute probability P(B aCaD\A), one can use a "naive" approximation that, for a given class, assumes that the values of the attributes are independent. This means that P(B a C a D\A) is replaced by P(B \ A) x P(C \ A) x P(D \ A), which is easy to compute because each of the factors can be easily estimated from the table of instances or from other records. In our case, this assumption is equivalent to the statement that, on days that are good for playing tennis, the probability of having a warm, dry, and windy day can be obtained by multiplying the probability of a day being warm by the probability of the day's being dry by the probability of a day's being windy. To be honest, it is usually not the case that the correct result is obtained by multiplying these probabilities. For simplicity, imagine that half of the days good for playing tennis are warm, half of them are dry, and half of them are windy. This assumption then implies that exactly one eighth of days good for playing tennis are warm, dry and windy, because P(B a C a D \ A) would be approxi­mated by P(B | A) x P(C | A) x P(D | A). This assumption probably isn't true, because temperature, dryness, and windiness are correlated and the proba­bility that a day is warm, dry, and windy cannot be approximated by simply multiplying the three separate probabilities.

Despite the fact that the simplifying assumption used by the Naive Bayes Classifier is not true in many cases, this classifier is powerful, is useful in many problems, and, in many cases, yields results that are surprisingly good in comparison with those obtained by more sophisticated methods (Domingos and Pazzani 1997).

Brains, Statistics, and Learning

Using statistics in machine learning to infer the appropriate actions when faced with unseen situations may seem somewhat contrived, artificial, and quite unrelated to what biological systems do. Surprisingly, this is not the case.

Imagine a table somewhat similar to table 5.1, but with the weather attributes replaced by other attributes and the values of the label by other actions. Such a table might represent some more complex problem (perhaps one crucial for survival), and might resemble table 5.2. In such a case, the choice of an action will affect the very survival of the individual.

Table 5.2

Hypothetical decision problem for early humans.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Lion | Rabbit | Leopard | Elephant | Tree | Action |
| Visible | Near | Visible | Not seen | Near | Run |
| Visible | Far | Not seen | Not seen | Far | Run |
| Not seen | Near | Not seen | Visible | Far | Chase |
| Not seen | Near | Not seen | Not seen | Near | Chase |

It is now believed that the brain is, in fact, a very sophisticated statistical machine that keeps an internal model of the relevant parts of the world, and uses it to estimate the probabilities involved in Bayes' Theorem and take the appropriate actions.

The probabilistic models used by the brain are much more complex than those discussed above, and they are not restricted to the evaluation of instances defined by static attributes. Machine learning techniques that take time into account and create internal models of the results of sequences of actions have been used extensively in many machine learning applica­tions, in robotics, in game playing, and in optimization. Reinforcement learning (Sutton and Barto 1998)—in particular, a form of reinforcement learning called temporal difference learning (Sutton 1988)—is one such tech­nique. Reinforcement learning is based on the idea that each particular action has an expected reward. Such a reward can be estimated from many action-reward pairs, even if the rewards come with significant delays rela­tive to the actions. It is highly likely that estimation processes that obtain similar results take place inside every living brain, creating the ability to estimate the result of every action and using it to choose the best actions.

The concept that the brain is essentially a very complex statistical machine may be due to Kenneth Craik, who suggested in his 1967 book The Nature of Explanation that organisms carry in their brains a "small-scale model" of reality that enables them to capture statistical relationships between events in the outside world. Understanding how brains process sensory information to construct their internal models of the world has been one of the central goals of neuroscience—a goal that remains to be accomplished after many decades of research.

With its ability to compute complex statistical information, the human brain, the most powerful of all known brains, is probably the most sophis­ticated design crafted by a process that has been going on for billions of years. That process is, in a way, the most complex and longest-running algorithm ever executed. Discovered by Charles Darwin, it is called evolution.

1. **Cells, Bodies, and Brains**

The work that led Charles Darwin to write On the Origin of Species by Means of Natural Selection probably didn't begin as an effort to start what would become the major scientific revolution of all time, a paradigm shift that would change people's views of the world more deeply than any other in human history.

It is not likely any other idea in human history has had such a large impact on the way we think today. Many other important paradigm shifts have changed people's view of the world profoundly, among them Coper­nicus' removal of the Earth from the center of the universe, Newton's laws of motion, Einstein's theory of relativity, the atomic theory, quantum mechanics, the internal combustion engine, and integrated circuits. How­ever, none of those breakthroughs changed the way we view the world and ourselves as profoundly as the theory that Darwin developed in order to explain why there are so many different species on our planet.

The Ultimate Algorithm

Darwin’s early interest in nature led him to pursue a passion for natural science, which culminated with his five-year voyage on the Beagle. The pub­lication of his journal of the voyage made him famous as a popular author. Puzzled by the geographical distribution of wildlife and the types of fossils collected on the voyage, Darwin conceived his theory of natural selection. Other scientists, among them Alfred Wallace, had arrived at similar con­clusions, but Darwin was the first to publish them. In fact, when Darwin became aware of Wallace's ideas, he had to rush to complete and publish his own work, which he had been developing at a more leisurely pace until then.

The simple but powerful idea that Darwin described is that different spe­cies of living beings appear because of selective pressure acting differen­tially on the reproductive success of individuals by selecting qualities that are advantageous, even if only to a small degree:

If then we have under nature variability and a powerful agent always ready to act and select, why should we doubt that variations in any way useful to beings, under their excessively complex relations of life, would be preserved, accumulated, and inherited? Why, if man can by patience select variations most useful to himself, should nature fail in selecting variations useful, under changing conditions of life, to her living products? What limit can be put to this power, acting during long ages and rigidly scrutinising the whole constitution, structure, and habits of each crea­ture,—favouring the good and rejecting the bad? I can see no limit to this power, in slowly and beautifully adapting each form to the most complex relations of life. The theory of natural selection, even if we looked no further than this, seems to me to be in itself probable. (Darwin 1859)

The central point of Darwin's argument is that species tend to reproduce themselves in accordance with an exponential law because, in each genera­tion, an individual can give rise to multiple descendants. Darwin under­stood that a single species, growing at an exponential rate, would fill the planet and exhaust all available resources if natural selection didn't limit the growth of populations. Competition between species ensures that those better adapted to the environment have a competitive advantage, mea­sured by the number of surviving offspring. Differences (perhaps small ones) in the rate of growth of populations with different characteristics led, over time, to the selection of advantageous traits. The same principle could be applied as naturally to the feathers of peacocks, the tails of dolphins, the necks of giraffes, and the human brain.

More damaging to the prevailing view that the human species had a central role on Earth, if not in the universe, was the fact that this argument could be applied as well to the appearance of all the characteristics we rec­ognize in humans. In On the Origin of Species, Darwin didn't even make this view explicit. He simply alluded, en passant, that "light will be thrown on the origin of man and his history," thus recognizing that the human species was no different from the other species, since it also evolved as a result of the pressure imposed by natural selection.

That Darwin formulated the concept of evolution by natural selection in such a clear way that his ideas remain unchanged by 150 years of scientific Hm»iAnmsnt is in itself, remarkable. We now understand that evolution by natural selection, as proposed by Darwin, can occur only if discrete units of genetic inheritance are somehow able to replicate themselves in the bodies of the offspring. These units, which we now call genes, are passed from gen­eration to generation almost unchanged.

Even more remarkable is that Darwin reached his conclusions, which are still valid today, without having the slightest hint about the underlying mechanisms that enabled specific characteristics to be passed down from parents to their descendants. Because he was unaware of contemporary work by Gregor Mendel (see Mendel 1866), Darwin had few ideas—and the ones he had weren't correct (Charlesworth and Charlesworth 2009)—about the physical mechanisms that were behind the working of genes, the dis­crete units of inheritance necessary for the theory of evolution to work. If physical characteristics were passed from parents to descendants by means of continuous analog encoding, the process of evolution probably wouldn't have started in the first place.

In most species, individuals reproduce by mating, generation after gen­eration. For that reason, even if a specific characteristic such as height were to be selectively advantageous, it would become diluted over successive generations if the genetic makeup of individuals weren't encoded in a dis­crete way. To understand why this is so, imagine a set of glasses full of dyed water. Some glasses have more dye, some have less. Now imagine that selec­tion acts upon this set of glasses by selecting, for instance, those containing darker-colored water. To obtain the next generation, the glasses with the darker water are selected and combined among themselves. The next gen­eration will, indeed, be more heavily dyed than the original, and the popu­lation of glasses, as a whole, will contain darker water than the original population. However, since the water in the glasses was combined to obtain the next generation, this generation is much more uniform than the pre­ceding one. As generations go by, all the glasses will become the same color, and no further darkening of the water can take place.

The story is very different if the amount of dye in each glass is recorded with a discrete encoding, and it is this discrete number that is probabilisti­cally passed to the descendants, not the dyed water itself. Now the problem of convergence of the population to the average of the best individuals is avoided, since different concentrations of dye, even the highest, can still be present in the population many generations from the initial one. Add to this a somewhat rare, but not impossible, event, such as a mutation, and the conditions for endless and open-ended evolution are in place.

The actual mechanisms that define genetic inheritance were brought to light through the work of Mendel. Mendel, the father of genetics, became an Augustinian friar in order to obtain an education. He conducted his studies on the variation of plants by cultivating, between 1856 and 1863, almost 29,000 pea plants. He selected and studied seven plant characteris­tics, including seed form, pod form, seed color, pod color, and flower color. We now know that it is the encoding of these traits by genes in different chromosomes that leads to the independence between traits that character­izes Mendel's model.

Mendel's extensive experimental results led him to identify the mecha­nisms that are now known as Mendel's laws of inheritance. His results, published in an obscure and largely unnoticed journal (Mendel 1866), showed that genetic traits are passed to the descendants in a digital, on/off way, and also that the organisms he worked with (pea plants) have two cop­ies of each gene, one of which is passed to the following generation. In fact, Mendel's results apply to all diploid organisms (i.e., organisms with two copies of each chromosome). Most animals and plants are diploid. Some, however, are polyploid—a salmon, for example, has three copies of each chromosome.

Mendel further deduced that different traits are independently passed to the next generation—something that was true of the traits he studied, but that, in general, applies only to characteristics encoded by independent genes. It is worthwhile to consider his results in more detail.

Suppose that a certain trait in a plant is encoded by a gene that can take one of only two values, called alleles: the value A (which we will assume dominant) or the value a (which we will assume recessive). A specific value of an allele is called dominant if it masks the other value the allele can take. In this example, we are assuming that there are only two alleles for each gene and two copies of each chromosome, and thus we have four possible values in each locus: AA, Aa, aA, and aa. Since allele A is dominant, the plants with the AA, Aa, and aA variants will exhibit the trait, and the plants with the aa variant will not. When a plant reproduces, the offspring inherit one copy of the gene from each of the progenitors. With this information at hand, we can proceed with the analysis performed by Mendel, which remains the basis of modern genetics.

We begin the experiment with some plants with the AA variant and some with the aa variant. When we cross an AA plant with an aa plant, we obtain plants with Aa, which, like the AA parent, exhibit the trait because the A allele dominates the a allele. Things get more interesting in the sec­ond generation, when we cross the Aa plants with other Aa plants. Since the next generation will inherit one gene from each parent, we will now get AA plants (roughly 25 percent), Aa and aA plants (roughly 50 percent), and aa plants (roughly 25 percent). Since the AA and Aa plants exhibit the trait whereas the aa plants do not, we expect a ratio of 3:1 between the plants that exhibit the trait and the plants that do not. This is exactly the result that Mendel obtained.

Mendel's careful experimental procedure led to a very conclusive verifi­cation of the hypothesis that traits are passed on to the next generation in a discrete way by combining the genes of the parents. In fact, the conclu­sions he reached were so clear, precise, and convincing that, many years later, a dispute arose about the plausibility of the extremely high precision of his experimental results. The statistician and geneticist Ronald Fisher (1936) pointed out the experimental ratios Mendel obtained in his experi­ments were implausibly close to the ideal ratio of 3:1. Fisher analyzed the results that led to the 3:1 ratio in the second generation and found that re­running the experiments would give results closer to this theoretical ratio less than once per thousand attempts. Thus, either Mendel was extremely lucky or there was something to be explained about Mendel's results. The controversy is far from over, as is witnessed by the many books and articles on the subject still being published. Although few people would accuse Mendel of doctoring the data, the results have continued to be mysterious for many. Among many explanations, it has been suggested Mendel may have either dropped or repeated some results that were not considered suf­ficiently consistent with his hypothesis (Franklin et al. 2008; Pires and Branco 2010).

Mendel's work was largely ignored in his time, and it wasn't widely accepted until many years after his death, when the need for a discrete model for inheritance became clear. The physical and molecular reasons for Mendel's results would not become clear until 90 years later, when James Watson and Francis Crick (1953) identified deoxyribonucleic acid (DNA) as the molecule responsible for genetic inheritance and discovered its helical structure.

Despite the minor difficulty caused by the fact that no mechanism, known at the time, could support the type of inheritance necessary for evo­lution to work, Darwin's ideas survived all discussions that ensued. In pres­ent-day terms, Darwin had simply proposed that life, in all its diversity, was the result of a blind algorithmic process that had been running on Earth for about 4 billion years. That evolution can be seen as an algorithm should come as no surprise to readers now familiar with the concept. Daniel Dennett (1995) expressed this idea clearly and beautifully:

The theoretical power of Darwin's abstract scheme was due to several features that Darwin firmly identified, and appreciated better than many of his supporters, but lacked the terminology to describe explicitly. Today we would capture these features under a single term. Darwin had discovered the power of an algorithm.

The idea that life on Earth, in all its forms, was created by an algorithm— a process that blindly, step by step, applied fixed and immutable rules to derive the immense complexity of today's world—caught people by sur­prise. The ages-old question of how the different species appeared on the planet had, after all, a simple and self-evident answer. Natural selection sufficed to explain the wide variety of species found in the tree of life. To be fair, many questions remained unanswered. The most vexing one was, and still is, related to the question of how evolution began. After all, natural selection can be used to explain differential rates of reproduction only after the reproduction scheme is in place, after organisms that reproduce and exhibit variations exist. Darwin didn't try to answer that question. Even today, we have only the foggiest idea of what were the first systems that could, in some way, replicate themselves.

Many arguments have been made against the theory of evolution, and there are still many skeptics. Creationists believe that life was created, in its present form, by a divine entity, perhaps only a few thousand years ago. Of the many arguments that have been leveled at the theory of evolution, the strongest is the argument that such complex designs as we see today could not have originated in a succession of random changes, no matter how sophisticated the blind algorithm conducting the process. At some point in the course of billions of years, the argument goes, some intelligent designer intervened. If we see a watch (a complex device), we naturally deduce that there is a watchmaker. Yet, the argument continues, we look at an eye— something far more complex than a watch—and believe it has evolved by an almost random accumulation of small changes. Many authors have presented beautiful answers to this argument, and I could do no better than quote one of the most eloquent of them, Richard Dawkins (1986):

Natural selection is the blind watchmaker, blind because it does not see ahead, does not plan consequences, has no purpose in view. Yet the living results of natural se­lection overwhelmingly impress us with the appearance of design as if by a master watchmaker, impress us with the illusion of design and planning.

And yet, even though most of us are ready to accept that evolution, a blind process, has created all creatures, big and small, we may still be some­what convinced that the end product of this process is the creature known as Homo sapiens. This is very unlikely to be the case. Evolution did not set out to create anything in particular. If the process was to be ran all over again, it is extremely unlikely that something like the human species would come out of it. Too many accidents, too many extremely unlikely events, and too much randomness were involved in the evolution of complex crea­tures. The development of the first self-reproducible entity, the evolution of eukaryotic cells, the Cambrian explosion, the extinction of dinosaurs, and even the fact that Homo sapiens was lucky enough to survive many difficult challenges and evolutionary bottlenecks (unlike its cousins) are just a few examples of historical events that might have ended differently. Had they not occurred, or had they ended in a different way, the history of life on Earth would have been very different, and Earth might now be populated by an entirely different set of species. In the words of one famous evolu­tionary biologist,

We are glorious accidents of an unpredictable process with no drive to complexity, not the expected results of evolutionary principles that yearn to produce a creature capable of understanding the mode of its own necessary construction. (Gould 1996)

By the same reasoning, it is extremely unlikely that Homo sapiens is the final result of this multi-billion-year process. However, it is true that, for the first time in the history of the planet, one species has the tools to control evolu­tion. We have been controlling evolution for centuries, by performing human-driven selection of crops and of dogs, horses, and other domestic animals. But today we are on the verge of developing technologies that can be used to directly control the reproductive success of almost all forms of life on Earth, and we may even become able to create new forms of life.

It is important to remember that natural selection doesn't evaluate and reward the fitness of individuals. True, the number of descendants is statistically related to the fitness of a specific individual. But, given the mechanisms of genetic inheritance, and the dimension of the Library of Mendel (which was discussed in chapter 2), even very fit individuals are likely to exist only once in the whole history of the universe. No future cop­ies of exceptional individuals will be selected for future reincarnation by natural selection. In general, at least in organisms that reproduce sexually, the offspring will be very different from even the most successful individu­als. Instead, specific versions of those elusive entities called genes will be preserved for future generations. Though it may be intuitive to think that natural selection is selecting individuals, it is more reasonable to view the gene as the basic unit of selection.

The genes were the original entities that, roughly 4 billion years ago, managed to find some process that would replicate them. They became, therefore, replicators. Successful genes became more common, and, there­fore, increased in number at an exponential rate, if selective pressure didn't act to curtail their expansion. The result is that the most common genes in a population are those that, in the average, through a large number of gen­otypes and in a large number of situations, have had the most favorable effects on their hosts. In other words, we should expect selfish genes to flourish, meaning that they will promote their own survival without neces­sarily promoting the survival of an organism, a group, or even a species. This means that evolutionary adaptations are the effects genes have on their hosts, in their quest to maximize their representation in the future generations. An adaptation is selected if it promotes host survival directly or if it promotes some other goal that ultimately contributes to successful reproduction of the host.

With time, these genes encoded more and more complex structures— first simple cells, then complex eukaryotic cells, then bodies, and finally brains—in order to survive. In fact, organisms, as we know them today, exist mainly to ensure the effective replication of these units, the genes (Dawkins 1986). In the most extreme view, organisms exist only for the benefit of DNA, making sure that DNA molecules are passed on to the next generation. The lifetimes of genes—sequences of DNA encoding for a spe­cific protein or controlling a specific process—are measured in millions of years. A gene lasts for many thousands of generations, virtually unchanged. In that sense, individual organisms are little more than temporary vehicles for DNA messages passed down over the eons.

We may think that, with the passage of time, things have changed and evolution is now centered on organisms, and not on the genetic units of inheritance we now know to be encoded in the form of specific combina­tions of DNA bases. We may think these original and primitive replicators are now gone, replaced by sophisticated organisms, but that would be naive. Perhaps many millions of years after mankind is gone from the Earth, the most effective replicators will still populate the planet, or even the known universe. We have no way of knowing how these replicators will look millions of years from now. Maybe they will be very similar to today's genes, still encoding specific characteristics of cells—cells that will form organisms much like the ones that exist today. But I do not believe that. One of my favorite passages by Dawkins (1976) makes it clear we are no more than vehicles for the survival of genes, and that we should be aware that they are ingenious entities indeed:

Was there to be any end to the gradual improvement in the techniques and artifices used by the replicators to ensure their own continuation in the world? There would be plenty of time for their improvement. What weird engines of self-preservation would the millennia bring forth? Four thousand million years on, what was to be the fate of the ancient replicators? They did not die out, for they are the past masters of the survival arts. But do not look for them floating loose in the sea; they gave up that cavalier freedom long ago. Now they swarm in huge colonies, safe inside gigantic lumbering robots, sealed off from the outside world, communicating with it by tor­tuous indirect routes, manipulating it by remote control. They are in you and me; they created us, body and mind; and their preservation is the ultimate rational for our existence. They have come a long way, those replicators. Now they go by the name of genes, and we are their survival machines.

Given the characteristics of exponential growth of entities that repro­duce themselves at some fixed rate, we can be sure that replicators, in some form, will still be around millions of years from now. Many of them may no longer use DNA as their substrate to encode information, but some of them will certainly remain faithful to that reliable method.

The essence of a replicator is not the medium used to store the informa­tion; it is the information that is stored. As long as mechanisms to repli­cate the entities are available, any substrate will do. In the beginning, DNA probably wasn't the substrate of choice, because it requires compli­cated reproduction machinery that wasn't available then. In fact, there is another molecule that is extensively used to store and transmit genetic information inside the cells; ribonucleic acid (RNA). It may have been a precursor of DNA as the substrate to store biological information. RNA plays various biological roles inside cells. Unlike DNA, it is usually a single- stranded coil.

According to the RNA World Hypothesis, RNA molecules were precursors of all current life on Earth before DNA-based life developed. That widely discussed hypothesis is favored by many researchers because there is some evidence that many old and very stable cellular structures are based on RNA. However, even supporters of the RNA World Hypothesis believe that other, even less developed supports probably existed before RNA. What they were remains, however, an open question.

In the future, other substrates may be better able than DNA to store and process the information required by replicators to survive and reproduce. We are all familiar with computer viruses, and know well the potential they have to replicate themselves, in an exponential fashion, when the right conditions are present. And yet, these computer viruses are very primitive replicators, brittle and unsophisticated. In the future, much more sophisti­cated entities that can replicate themselves in the memories and CPUs of computers may come into existence. These may be the replicators of the future, and they will be as similar to today's DNA-based creatures as today's creatures are similar to the replicators that populated the warm ponds on Earth 4 billion years ago.

Cells and Genomes

Now that we understand the algorithm that led to evolution by natural selection and are aware of the existence of those somewhat mysterious units of inheritance called genes, we can proceed to understand how the basic replicators of yore, the genes, managed to evolve the complex struc­tures that are now used to keep them alive: multi-cellular organisms.

Even after the publication and assimilation of Darwin's work, biology remained a relatively calm and unfashionable field of research. The princi­ple of evolution by natural selection and the basic tenets of genetics opened the door to the treatment of biology as a science based on first principles. For a long time, however, ignorance of the physical mechanisms that sup­ported life and ignorance of genetics stood in the way of a truly principled approach to biology. In fact, for most of the twentieth century the funda- morhankmt nndprlviticr evolution and sneciation were unknown.

since the biochemical basis for life was poorly understood, and little was known about the way genetic characteristics were passed from generation to generation. In fact, until 1953 no one knew exactly how genetic charac­teristics were passed from parents to their descendants.

While Darwin worked on the theory of evolution, a number of biologists were homing in on the central importance of the cell in biology. In 1838 Theodor Schwann and Matthias Schleiden began promoting the idea that organisms were made of cells and that individual cells were alive. (See Schwann 1839; Schleiden 1838.) By about 1850, most biologists had come to accept that cells were the basic units of living beings, were themselves alive, and could reproduce. By 1900, many pathways of metabolism, the way molecules interact with each other, were known. Improved techniques such as chromatography (mixture-separation techniques based on the use of gels) and electrophoresis (the use of electromagnetic fields to separate differently charged particles) led to advances in biochemistry and to a rea­sonable understanding of some of the basic biochemical mechanisms found in cells.

Oswald Avery, Colin MacLeod, and Maclyn McCarty (1944) demon­strated that DNA was the substance responsible for producing inheritable change in some disease-causing bacteria and suggested that DNA was responsible for transferring genetic information to offspring. However, not until 1953, when Watson and Crick demonstrated that the DNA molecule was the carrier of genetic information, did genetics begin to play the central role it has today. Until then, the role of DNA was mostly unknown. The biophysicist Max Delbriick even called it a "stupid molecule," noting that it monotonously repeated the four bases A, C, T, and G (for adenine, cytosine, thymine, and guanine), whereas proteins were known to be extraordinarily versatile in form and function. Watson and Crick, using x-ray data collected by Rosalind Franklin and Maurice Wilkins, proposed the double-helix struc­ture of the DNA molecule, thereby solving a centuries-old question about how genetic information was passed from cell to cell and from parents to their descendants.

When Watson and Crick identified the double helix of DNA as the repos­itory for genetic information, stored in digital format in a molecule that until then hadn't been thought of as very exciting, they opened the door to the most exciting decades in the history of biological sciences. Suddenly, the discrete encoding mechanism of genetics inherent to Mendel's ideas and to Darwin's evolution mechanism was discovered, in the form of a molecule with a simple, repetitive structure. Each segment of each one the strands of the double helix of a DNA molecule contains one base, or nucleo­tide, encoding one of possible four values, A, C, T, and G. The nature of the chemical bonds between the two strands of the helix makes sure that an A is always paired with a T, and that a C is always paired with a G, as shown in figure 6.1. This redundancy makes it possible to create two copies of a DNA molecule by splitting the double helix into two single helices, which then act as templates for two new, double-stranded DNA molecules.

This giant step in our understanding of the way nature passed character­istics from a cell to other cells, and from an organism to its descendants, eventually led to another revolution—a revolution that is still underway. With this discovery, it became finally clear that the replicators in today's world are made of DNA, and that this molecule is at the center of all cellular activity. It is DNA that carries the genetic information as cells divide, and from parents to offspring. Therefore, DNA must contain, encoded in its
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**Figure 6.1**

The structure of the double helix of the DNA molecule, in which A-T and C-G base pairing creates the redundancy needed for DNA duplication when cells split or or­ganisms reproduce. Drawing by Richard Wheeler (2011), reproduced with permis­sion; also available at Wikimedia Commons.

long sequence of bases, the structures that represent the elementary units of inheritance.

We now know that DNA encodes information used in the cells in many different ways, many of them only partially understood. However, its most central role is the encoding of the sequence of amino acids in proteins. Proteins are sequences of amino acids that, once formed, fold in complex three-dimensional structures to perform many different functions inside the cells. They can be thought of as very versatile nano-machines.

The knowledge that DNA encodes the proteins used to build cells, and therefore to build all living beings, opened the doors to enormous advances in our understanding of cells and biological systems. Since DNA (which stores, in each position, only one of four possible values) is used to encode the sequence of each protein, and there are twenty amino acids used by proteins, it was soon postulated that sets of three bases (at least) would be required to encode each amino acid. In fact, two nucleotides could encode only sixteen (42) different combinations and could not be used to encode each of the twenty amino acids used in proteins.

Additional experiments by a number of scientists led to the discovery of the genetic code, which specifies how each set of three DNA bases encodes a specific amino acid. Marshall Nirenberg and Philip Leder (1964), building on work done by Crick et al. (1961) which demonstrated that three bases of DNA code for one amino acid, deciphered the codons of the standard genetic code.

In figure 6.2, the entries marked "Start" and "Stop" signal the beginning and the end of each protein sequence, although we now know that, in real­ity, the process of translation from DNA to protein is significantly more complex, and other mechanisms may be used to initiate or terminate translation.

We now know that some organisms use slightly different genetic codes than the one shown in figure 6.2. Barrell, Bankier, and Drouin (1979) dis­covered that the constituents of human cells known as mitochondria use another genetic code. Other slight variants have been discovered since then, but the standard genetic code shown in figure 6.2 remains the refer­ence, used in the majority of the cases.

With the discovery of the genetic code and the basic mechanisms that lead from DNA to protein and to cells, the complete understanding of a biological system becomes possible and, apparently, within reach. With

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | u | C | A | G |  |
|  | Phenylalanine | Serine | Tyrosine | Cysteline | U |
| u | Phenylalanine | Serine | Tyrosine | Cysteline | C |
| Leucine | Serine | Stop | Stop | A |
|  | Leucine | Serine | Stop | Tryptophan | G |
|  | Leucine | Proline | Histidine | Arginine | U |
|  | Leucine | Proline | Histidine | Arginine | c |
|  | Leucine | Proline | Glutamine | Arginine | A |
|  | Leucine | Proline | Glutamine | Arginine | G |
|  | Isoleucine | Threonine | Asparagine | Serine | U |
|  | Isoleucine | Threonine | Asparagine | Serine | c |
|  | Isoleucine | Threonine | Lysine | Arginine | A |
|  | Methionine, Start | Threonine | Lysine | Arginine | G |
|  | Valine | Alanine | Aspartic acid | Glycine | U |
|  | Valine | Alanine | Aspartic acid | Glycine | c |
|  | Valine | Alanine | Glutamic acid | Glycine | A |
|  | Valine | Alanine | Glutamic acid | Glycine | G |

First letter

Second letter

Figure 6.2

The standard genetic code. Each codon is composed of three bases and encodes one amino acid.

Third letter

time, it was indeed possible to identify structures in DNA, the genes, which encoded specific proteins, the molecular machines central to cellular behav­ior. However, in contrast with the cases Mendel studied, most genes do not have a direct effect on a visible trait of the organism. Instead, genes encode for a specific protein that will have many functions in the cells of the organ­ism. Still, the understanding of the structure of the DNA, coupled with the development of many techniques dedicated to the study of cells, led to a much better understanding of cells. The quest to understand in a detailed and principled way how cells work was one of the most fascinating endeav­ors of the last four decades of the twentieth century, and it will certainly be one of the most interesting challenges of the twenty-first.

A cell is a highly complex machine, crafted by evolution over several billion years. All cells share common ancestors: single-cell organisms that were present at the origin of life roughly 4 billion years ago. One of these organisms must be the most recent common ancestor of all existing life forms. It is known by the affectionate name LUCA, standing for Last Universal Common Ancestor. LUCA is believed to have lived more than 3 billion years ago. We know, from the analysis of DNA sequences, that all the organisms in existence today, including bacteria, archaea, and eukarya (figure 6.3), evolved from this common ancestor.

Bacteria Archaea Eucarya

Green

Filamentous Myxomycota
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Figure 6.3

A phylogenetic tree of life based on genomic data. Source: Woese 1990 (available at Wikimedia Commons).

Bacteria and archaea are prokaryotes (simple single-celled organisms). They are very numerous and proliferate in almost any imaginable environ­ment. All multi-cellular plants and animals, including humans, belong to the eukarya domain. They are eukaryotes, meaning they are built out of eukaryotic cells. Eukaryotic cells are estimated to have appeared sometime between 1.5 billion and 2.7 billion years ago (Knoll et al. 2006; Brocks et al. 1999), after several billion years of evolution of prokaryotic cells. Eukary­otic cells probably originated in a symbiotic arrangement between simpler prokaryotic cells that, in the end, became a single, more complex cell. We don't know exactly how eukaryotic cells appeared, but they represent a major event in the development of complex life. In a prokaryotic cell the majority of the genetic material is contained in an irregularly shaped region called the nucleoid. The nucleoid is not surrounded by a nuclear membrane. The genome of prokaryotic organisms is generally a circular, double- stranded piece of DNA, of which multiple copies may exist.

Eukaryotic cells are more complex and are composed of a large number of internal membranes and structures, called organelles. A detailed descrip-
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**Figure 6.4**

Simplified views of eukaryotic and prokaryotic cells (NCBI 2007).
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volumes. A number of excellent references exist that describe in more detail how cells work; one is Cooper and Hausman 2000. Here, I will give only a brief and simplified overview of the general architecture of eukaryotic cells, using figure 6.4 as an illustration.

The most central structure in a eukaryotic cell is the nucleus, which con­tains the chromosomes and is surrounded by a membrane. Outside the nucleus, in the cytoplasm, are a number of structures that play different roles. Mitochondria are organelles involved in a number of tasks. They are mostly known as the cell's power generators, because they generate the majority of the cell's supply of chemical energy. It is believed that mito­chondria were once separate organisms that were absorbed or otherwise incorporated in cells. They have their own separate, DNA, which, in humans is passed mostly along the feminine line. Ribosomes are complex molecular machines, with a mass equivalent to about 3 million hydrogen atoms, which synthesize proteins from messenger RNA in a process known as translation (described below). Most eukaryotic cells have a cytoskeleton, composed of microtubules and microfilaments, that plays an important role in defining the cell's organization and shape.

Eukaryotic DNA is divided into several linear bundles called chromo­somes. The process by which DNA is read and by which its instructions are translated into operating cell machinery, the so-called central dogma of biology, is now relatively well understood, although many aspects remain insufficiently clear. What follows is a simplified and somewhat schematicdescription of the way DNA code is turned into working proteins in a eukaryotic organism.

The process begins with transcription. During transcription, the infor­mation contained in a section of DNA in the nucleus is transferred to a newly created piece of messenger RNA (mRNA). A number of proteins are involved in this process, among them RNA polymerase (which reads the information contained in the DNA) and other auxiliary proteins, including the proteins known as transcription factors. Transcription factors are impor­tant because not all genes present in the DNA are transcribed at equal rates, and some may not be transcribed at all. The rate of transcription is con­trolled by the presence of the transcription factors, which can accelerate, reduce, or even stop the transcription of specific genes. This is one of the mechanisms that lead to cell differentiation. Cells with exactly the same DNA can behave differently in different tissues or at different instants in time. In eukaryote cells the primary messenger RNA transcript is often changed via splicing, a process in which some blocks of mRNA are cut out and the remaining blocks are spliced together to produce the final mRNA. This processed mRNA finds its way out of the nucleus through pores in the nuclear membrane and is transported into the cytoplasm, where it binds to a ribosome (the cell's protein-making machine).

The ribosome reads the mRNA in groups of three bases, or codons, usu­ally starting with an AUG codon. Each codon is translated into an amino acid, in accordance with the genetic code. Other molecular machines bring transfer RNAs (tRNAs) into the ribosome-mRNA complex, matching the codon in the mRNA to the anti-codon in the tRNA, thereby adding the correct amino acid to the protein. As more and more amino acids are linked into the growing chain, the protein begins to fold into the working three- dimensional conformation. This folding continues until the created pro­tein is released from the ribosome as a folded protein. The folding process itself is quite complex and may require the cooperation of many so-called chaperone proteins.

Proteins perform their biological functions by folding into a specific spa­tial conformation, or conformations, imposed by the atom interactions. Interactions between atoms result from a number of phenomena that lead to attractive and repulsive forces. Hydrogen atoms, for instance, form H2 molecules by sharing electrons between them, and are kept together by what is called a covalent bond, as opposed to the non-covalent bonds that exist between atoms that don't share electrons. Non-covalent bonds result from the electrostatic interactions between charged ions or polar molecules. Molecules of water are formed by one atom of oxygen and two atoms of hydrogen. The arrangement of the atoms in these molecules is such that one part of the molecule has a positive electrical charge while the other part has a negative charge. Such molecules, called polar molecules, interact with other polar molecules through electromagnetic forces.

The resulting set of forces that exists either between atoms of the protein or between these atoms and molecules in the environment (most com­monly water molecules) imposes a structure on the proteins. Protein struc­ture is an important topic of research in biology. Many techniques, including x-ray crystallography and nuclear magnetic resonance spectros­copy, are used to elucidate the structures of proteins. It is conventional to consider four levels of protein structure: primary, secondary, tertiary, and quaternary.

The primary structure of a protein is the linear sequence of amino acids in the amino acid chain. It is determined by the sequence of DNA that encodes the protein. The secondary structure refers to regular sub-structures in parts of the protein, which lead to specific geometrical arrangements of the amino acid chain. There are two main types of secondary structures: alpha helices and beta sheets (Pauling, Corey, and Branson 1951). Tertiary structure refers to the three-dimensional arrangement of protein molecules. Alpha helices and beta sheets are folded, together with the rest of the amino acid chain, into a compact structure that minimizes the overall energy of the molecule, in contact with the environment (usually either water or other proteins) that surrounds it. The folding is driven by a number of dif­ferent atomic interactions, which include the positioning of hydrophobic residues away from water, but the structure is mostly defined by specific atom to atom interactions, such as non-covalent bonds, hydrogen bonds, and compact packing of side chains. Quaternary structure refers to the inter­action between different proteins, and consists in determining the ways different proteins interact and dock with each other. Protein complexes range from fairly simple two-protein arrangements (dimers) to complexes with large numbers of sub-units. The ribosome complex illustrated in figure 6.5 is made up of dozens of proteins.

Many computational methods have been developed to determine, in a computer, the secondary, tertiary, and quaternary structures of proteins.
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**Figure 6.5**

The structure of the human 80S ribosome (Anger et al. 2013), from the Protein Data Bank (Berman et al. 2000). Drawn using Jmol (Herraez 2006).

The ability to determine the structures of a given protein is critical for the understanding of many biological phenomena and for the design of new drugs. Today it is possible to predict, in a computer, the spatial configura­tions of a protein, by considering both its similarity to other proteins and the overall energy of each configuration (Soding 2005; Roy, Kucukural, and Zhang 2010). There are a number of competitions in which different meth­ods are tested and their accuracies are compared. One such competition, known as CASP (Critical Assessment of Structure Prediction), has taken place every two years since 1994.
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Figure **6.6**

The tertiary structure of the protein lR69p.

However, the problem remains largely unsolved when the protein under analysis is not similar, at least in part, to other known proteins, because the search for the right spatial configuration is, in this case, computationally demanding. Figure 6.6a shows a schematic view of the tertiary structure of the small protein lR69p, which comprises only five short alpha helices (Mondragon et al. 1989). Even for such a small protein, it isn't easy to deter­mine its spatial configuration ab initio (that is, using only the primary sequence and not using information about its similarity with other known proteins). Figure 6.6b shows the result of an ab initio determination of ter­tiary structure of this protein by computational methods (Bugalho and Oliveira 2008) that obtains only an approximate result.

Many other processes, other than transcription and translation, go on inside a cell at any given moment. Some of these processes are reasonably well understood; others are still mostly unknown. Different biochemical processes regulate the flow of nutrients and wastes that enter and leave the cell, control the reproduction cycle, and make sure that adequate amounts of energy are available to enable the cell to operate. Because many processes inside a cell require energy, a significant fraction of the cell's activities are dedicated to obtaining energy. A cell uses the chemical energy stored in adenosine 5 "-triphosphate (ATP), generated mostly by the mitochondria, to drive many energetically unfavorable chemical reactions that must take Diace. In the glycolysis process, which is common to almost all cells, conversion of glucose into pyruvate results in a net gain of two molecules of ATP. This is why glucose, a type of sugar, is needed to drive biological processes in almost all living cells. This process and many other complex 'metabolic processes are reasonably well understood, and the conversion pathways are well documented (Cooper and Hausman 2000).

Most eukaryotic cells range in size from 2 to 100 pm (micrometers). This may seem small, but we must keep in mind that the radius of an atom of carbon is roughly 70 picometers, and the diameter of a ribosome is on the order of 0.3 nanometers. If a typical eukaryotic cell, with a diameter of 25 pm, were to be blown up to be a mile wide, a carbon atom would be about the size of a blueberry, and a ribosome would be only 6 feet wide. This means that there is enough space in one eukaryotic cell to contain hun­dreds or even thousands of ribosomes and millions of other cellular machines. Despite the enormous effort invested in understanding cellular behavior, our understanding of cellular mechanisms is still fragmentary and incomplete in all but the simpler processes.

The ultimate objective of biology is to understand not only the behavior of specific cellular processes but also the behavior of organs and even whole organisms. This is done, nowadays, using computers and algorithms to pro­cess and model the data obtained by experiments. Before I describe how computers and algorithms can be used to study and model biological sys­tems, I must discuss why bodies and brains became essential for the survival of eukaryotic cells.

Bodies and Brains

Multi-cellular organisms have arisen independently a number of times, the first appearance probably beginning more than a billion years ago (Knoll et al. 2006). A major and sudden increase in the number of the most com­plex multi-cellular organisms, animals, occurred about 600 million years ago, before and during the Cambrian explosion, a period of dramatic changes in Earth's environment (Grosberg and Strathmann 2007).

Multi-cellular organisms may arise either because cells fail to separate during division or because cells get stuck together accidentally. If natural selection favors this new form of life, it will survive and prosper. There are many possible advantages for multi-cellular organisms. Since there is always an ecological niche for larger organisms, evolution may favor larger species, which are necessarily multi-cellular. As organisms get larger, they have to develop specialized cell types in order to move toward the greater complex­ity required to sustain larger bodies.

Over time, the blind algorithmic process of evolution led to differenti­ated cell types and to increasingly complex multi-cellular organisms. Differentiated cells types led to different organs in complex animals, and ultimately to the development of an organ specialized in information pro­cessing: the brain. It is now becoming apparent that much of the complex­ity observed in multi-cellular organisms is due not to major innovations at the level of cellular machinery but, mainly, to gene regulation mecha­nisms, some of them post-transcriptional, that lead to cell differentiation and specialization. It may be somewhat disheartening to some people to think that their bodies are made of rather common cells—cells very similar to those of many other animals, and even somewhat similar to unicellular organisms such as baker's yeast. In fact, humans have approximately the same number of genes as mice and rats, and have fewer genes than rice and some other species. It isn't likely that there is any specialized set of genes used specifically to make the human brain. Not only do we have approxi­mately the same number of genes as a mouse, but the genes are very simi­lar. Even the humble fruit fly shares many genes with us. The genes that lay out the body plan are very similar in a fruit fly and in a human being, and were inherited from a distant common ancestor—some sort of flat- worm that lived about 600 million years ago. The human brain probably is encoded by essentially the same genes that encode monkeys' brains, with some small tweaks in gene regulation that lead to dramatically different brain characteristics.

From the point of view of the replicators, bodies are simply a convenient mechanism to ensure success in replication. Isolated cells, swimming alone in the seas, were too vulnerable to attacks from many sources. The multi­cellular organism, with highly specialized cells that share the same genetic material, was a convenient way to ensure that many cells were working toward the successful replication of the same genes. Over time, bodies became highly specialized, and brute force was no longer sufficient to ensure survival. The replicators, therefore, came up with a new trick. They mutated in order to encode and generate information-processing cells that could be used to sense the environment and anticipate the results of possible actions. These cells could transmit information at a distance and combine data from different sources to help in decisions. Some of these cells began transmitting information using electrical signals, which travel faster than biochemical signals and can be used in a more flexible way.

Many of the mechanisms needed to transmit electrical signals, and to modulate them through chemical signals, have been found in single-celled organisms known as choanoflagellates, which are the closest living relatives of the animals. A choanoflagellate is an organism that belongs to a group of unicellular flagellate eukaryotes with an ovoid or spherical cell body and a single flagellum. The movement of the flagellum propels a free-swimming choanoflagellate through the water.

Choanoflagellates are believed to have separated from the evolutionary line that led to humans about 900 million years ago (Dawkins 2010), and so the mechanisms to transmit electrical signals, if they have the same ori­gin (a likely hypothesis), arose no later than that. Somewhere around that time, cells developed the potential to communicate with other cells by using electrical pulses as well as the chemical signals that were used until then.

With time, neurons—cells able to generate electric impulses—evolved long extensions, which we call axons, to carry electrical signals over long distances. Neurons transmit these signals on to other neurons by releasing chemicals. They do so only at synapses, where they meet other neurons (or muscle cells). The ability to convey messages using electric signals (instead of only chemical signals) gave the early organisms that possessed these cells a competitive edge. They could react more rapidly to threats and could find food more efficiently. Even a few neurons would have been useful in the fight for survival in the early seas.

Distinguishing light from darkness or having the ability to hear noises is useful; however, being able to sense the outside world, and being able to anticipate the results of specific actions without having to perform those actions, are tricks even more useful for survival. A more sophisticated brain enables an organism to choose the best of several possible actions without running the risk of trying them all, by simply estimating the probability of success of each action. Different connections of neurons, defined by differ­ent genetic configurations, evolved to combine information in different ways, some more useful than others, and led some animals to safer or less safe behaviors. The most useful neuron structures proliferated, since they gave their owners a competitive edge, and this information-processing

apparatus became progressively more sophisticated as millions of genera­tions went by. What started as simple information-processing equipment that could tell light from darkness, or sound from silence, evolved into complex information-processing circuits that could recognize the presence of enemies or prey at a distance, and could control the behavior of their owner accordingly.

The first neurons were probably dispersed across the bodies of early ani­mals. But as neuron complexes became increasing sophisticated, neurons began to group together, forming the beginnings of a central nervous sys­tem. Proximity of neurons meant that more sophisticated information pro­cessing could take place rapidly—especially where it was most needed: near the mouth and the light-sensing devices (which would later become eyes). Although it isn't yet clear when or how many times primitive brains devel­oped, brain-like structures were present in the ancient fish-like creatures that were ancestors of the vertebrates. The "arms race" that ensued as more and more sophisticated information-processing devices were developed led to many of the structures that are found in the human brain today, includ­ing the basal ganglia (which control patterns of movements) and the optic tectum (which is involved in the tracking of moving objects). Ultimately, as a direct result of evolutionary pressure, this "arms race" led to more and more intelligent brains. "Intelligence," Darwin wrote in On the Origin of Species, "is based on how efficient a species became at doing the things they need to survive."

About 200 million years ago, the descendants of the early vertebrates moved onto land and evolved further. One of the evolutionary branches eventually led to the mammals. Early mammals had a small neocortex, a part of the brain responsible for the complexity and flexibility of mamma­lian behavior. The brain size of mammals increased as they struggled to contend with the dinosaurs. Increases in brain size enabled mammals to improve their senses of smell, vision, and touch. Some of the mammals that survived the extinction of the dinosaurs took to the trees; they were the ancestors of the primates. Good eyesight, which helped them in that com­plex environment, led to an expansion of the visual part of the neocortex. Primates also developed bigger and more complex brains that enabled them to integrate and process the information reaching them and to plan and control their actions on the basis of that information.

The apes that lived some 14 million years ago in Africa were, therefore, smart, but probably not much smarter than their non-human descendants—orangutans, gorillas, and chimpanzees. Humans, however, evolved rapidly and in a different way. We don't know exactly what led to the fast development of the human brain, which began around 2.8 million years ago with the appearance of Homo habilis in Africa. It is likely that some mutation, or some small set of mutations, led to a growth of the brain that made the various species of the genus Homo smart enough to use technology and to develop language. The most salient development that occurred between earlier species and members of the genus Homo was the increase in cranial capacity from about 450 cubic centimeters in preceding species to 600 cubic centimeters in Homo habilis (Dawkins 2010).

Within the genus Homo, cranial capacity again doubled from Homo habi­lis to Homo heidelbergensis roughly 600,000 years ago, leading to a brain size comparable to that of Homo sapiens—roughly 1,200 cubic centimeters. Many different species of Homo have co-existed in the intervening millen­nia, including Homo neanderthalensis, which went extinct roughly 40,000 years ago (Higham et al. 2014), and Homo floresiensis, which lasted until about 12,000 years ago (Harari 2014).

By what may happen to be a historical coincidence, we humans have been, for twelve millennia, the only representatives of the genus Homo on Earth—a situation that may well be singular since the appearance of the genus nearly 3 million years ago. Homo sapiens’ unique abilities to organize in large societies and to change its environment probably have been more responsible for this unique situation than any other factor (Harari 2014).

All the developments mentioned above led to the modern human brain, the most complex information-processing machine known to us. The mod­ern human brain appeared in Africa about 200,000 years ago with the rise of Homo sapiens. Understanding how such a brain works is one of the most interesting challenges ever posed to science. But before we address this challenge, we must take a detour to survey the role computers have played in our understanding of complex biological systems and how computers can be used to model the human brain.
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1. Biology Meets Computation

If the twentieth century was the century of physics, the twenty-first may well become the century of biology. One may argue that biology is a science with an already long and rich history and that the twenty-first century will be a century of many technologies. Still, the parallel has its merits. Biology will certainly be one the defining technologies of the twenty-first century, and, as happened with physics in the preceding century, exciting advances took place in biology in the first years of the new century. Much as physics changed in 1905 with the publication of Einstein's influential articles, biol­ogy changed in 2001 with the publication, by two competing teams, of two drafts of the whole sequence of the human genome.

Sequencing the Genome

Although DNA's structure and its role in genetics were known from the seminal work of Watson and Crick in the early 1950s, for about twenty years there was no technique that could be used to decode the sequence of bases in the genome of any living being. However, it was clear from the beginning that decoding the human genome would lead to new methods that could be used to diagnose and treat hereditary diseases, and to address many other conditions that depend on the genetic makeup of each individual.

The sequencing of the human genome resulted from the research effort developed in the decades that followed the discovery of DNA's structure. The interest in determining the sequence of the human genome ultimately led to the creation of the Human Genome Project, headed by James Wat­son, in 1990. That project's main goals were to determine the sequence of
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tens of thousands of genes in the human genome. Originally expected to cost $3 billion and to take 15 years, the project was to be carried out by an international consortium that included geneticists in the United States, China, France, Germany, Japan, and the United Kingdom.

In 1998, a similar, but privately funded, project was launched by J. Craig Venter and his firm, Celera Genomics. The effort was intended to proceed at a much faster pace and at only a fraction of the cost of the Human Genome Project. The two projects used different approaches and reached the goal of obtaining a first draft of the human genome almost simultaneously in 2001.

The exponentially accelerating technological developments in sequenc­ing technology that led to the sequencing of the human genome didn't stop in 2001, and aren't paralleled in any other field, even in the explo­sively growing field of digital circuit design. The rapidly advancing pace of sequencing technologies led to an explosion of genome-sequencing projects, and the early years of the twenty-first century saw a very rapid rise in the number of species with completely sequenced genomes.

The technological developments of sequencing technologies have out­paced even the very rapid advances of microelectronics. When the Human Genome Project started, the average cost for sequencing DNA was $10 per base pair. By 2000 the cost had fallen to one cent per base pair, and the improvements have continued at an exponential pace ever since. (See figure 7.1.) In 2015 the raw cost stood at roughly 1/100,000 of a cent per base pair, and it continues to fall, though more slowly than before (Wet- terstrand 2015). The budget for the Human Genome Project was $3 billion (approximately $1 per base pair). In 2007, Watson's own genome was sequenced using a new technology, at a cost of $2 million. This may seem expensive, but it was less than a thousandth as expensive as the original Human Genome Project. As of this writing, the cost of sequencing a human genome is approaching the long-sought target of $1,000. The cost per DNA base pair has fallen by a factor of 200,000 in 15 years, which is a reduction by a factor of more than 2 every year, vastly outpacing the reduction in costs that results from Moore's Law, which has reduced costs by a factor of 2 every two years.

Sequencing technology had a slow start in the years that followed the discovery of DNA, despite the growing interest in methods that could be used to determine the specific sequence of bases in a specific strand of DNA. About twenty years passed between the discovery of the DNA double
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**Figure 7.1**

A graph comparing sequencing costs with Moore's Law, based on data compiled by the National Human Genome Research Institute. Values are in US dollars per DNA base.

helix and the invention of the first practical methods that could be used to determine the actual bases in a DNA sequence. Since it is not possible to directly observe the sequence of bases in a DNA chain, it is necessary to resort to indirect methods. The most practical of these first methods was the chain-terminator method (Sanger, Nicklen, and Coulson 1977), still known today as Sanger sequencing. The principle behind that method is the use of specific molecules that act to terminate the growth of a chain of DNA in a bath of deoxynucleotides, the essential constituents of DNA. DNA sequences are then separated by size, which makes it possible to read the sequence of base pairs. The method starts by obtaining single-stranded DNA by a process called denaturation. Denaturation is achieved by heating DNA until the double-stranded helix separates into two strands. The single-stranded DNA is then used as a template to create new double- stranded DNA, which is obtained by adding, in four physically separate reactions, the four standard DNA deoxynucleotides, A, C, T, and G. Together with the standard deoxynucleotides, each reaction also contains a solution of one modified deoxynucleotide, a dideoxynucleotide that has the property of stopping the growth of the double-stranded DNA when it is incorporated. Each of these chain terminators attaches to one specific base (A, C, T, or G) on the single-stranded DNA and stops the DNA double chain from growing further. DNA fragments of different sizes can then be separated by making them flow through a gel through which fragments of different sizes flow at different speeds. From the positions of the fragments in the gel, the specific sequence of bases in the original DNA fragment can be read.

The Sanger sequencing technique enabled researchers to deal with small DNA sequences and was first applied to the study of small biological sub­systems. In-depth study of specific genes or other small DNA sequences led to an increasing understanding of cellular phenomena.

For a number of decades, the ability to sequence the complete genome of any organism was beyond the reach of existing technologies. As the tech­nology evolved, sequencing of longer and longer sequences led to the first sequencing of a complete gene in 1972 and to the first complete sequenc­ing of an organism (the 3,569-base DNA sequence of the bacteriophage MS2) in 1976 (Fiers et al. 1976). This was, however, still very fax from sequencing any complex organism. (Complex organisms have billions of bases in their genomes.)

The first realistic proposal for sequencing the human genome appeared in 1985. However, not until 1988 did the Human Genome Project make it clear that such an ambitious objective was within reach. The selection of model organisms with increasing degrees of complexity enabled not only the progressive development of the technologies necessary for the sequenc­ing of the human genome, but also the progressive development of research in genomics. The model organisms selected to be sequenced included Hemophilus influenza (with 1.8 mega bases, or Mb), in 1995, Escherichia coli (with 5 Mb), in 1996, Saccharomyces cerevisiae (baker's yeast, with 12 Mb), in 1996, Caenorhabditis elegans (a roundworm, with 100 Mb), in 1998, Arabi- dopsis thaliana (a small flowering plant, with 125 Mb), in 2000, and Dro­sophila melanogaster (the fruit fly, with 200 Mb), in 2000. The final steps of the process resulted in the simultaneous publication, in 2001, of two papers on the human genome in the journals Science and Nature (Lander et al. 2001; Venter et al. 2001). The methods that had been used in the two stud­ies were different but not entirely independent.

The approach used by the Human Genome Project to sequence the human genome was originally the same as the one used for the S. cerevisiae and C. elegans genomes. The technology available at the time the project started was the BAC-to-BAC method. A bacterial artificial chromosome (BAC) is a human-made DNA sequence used for transforming and cloning DNA sequences in bacteria, usually E. coli. The size of a BAC is usually between 150 and 350 kilobases (kb).

The BAC-to-BAC method starts by creating a rough physical map of the genome. Constructing this map requires segmenting the chromosomes into large pieces and figuring out the order of these big segments of DNA before sequencing the individual fragments. To achieve this, several copies of the genome are cut, in random places, into pieces about 150 kb long. Each of these fragments is inserted into a BAC. The collection of BACs con­taining the pieces of the human genome is called a BAC library. Segments of these pieces are "fingerprinted" to give each of them a unique identifica­tion tag that can be used to determine the order of the fragments. This is done by cutting each BAC fragment with a single enzyme and finding com­mon sequences in overlapping fragments that determine the location of each BAC along the chromosome. The BACs overlap and have these mark­ers every 100,000 bases or so, and they can therefore be used to create a physical map of each chromosome. Each BAC is then sliced randomly into smaller pieces (between 1 and 2 kb) and sequenced, typically about 500 base pairs from each end of the fragment. The millions of sequences which are the result of this process are then assembled (by using an algorithm that looks for overlapping sequences) and placed in the right place in the genome (by using the physical map generated).

The "shotgun" sequencing method, proposed and used by Celera, avoids the need for a physical map. Copies of the genome are randomly sliced into pieces between 2 and 10 kb long. Each of these fragments is inserted into a plasmid (a piece of DNA that can replicate in bacteria). The so-called plasmid libraries are then sequenced, roughly 500 base pairs from each end, to obtain the sequences of millions of fragments. Putting all these sequences together required the use of sophisticated computer algorithms.

Further developments in sequencing led to the many technologies that exist today, most of them based on different biochemical principles. Present-day sequencers generate millions of DNA reads in each run. A run takes two or three days and generates a volume of data that now approaches a terabyte (1012 bytes)—more than the total amount of data generated in the course of the entire Human Genome Project.

Each so-called read contains the sequence of a small section of the DNA being analyzed. These sections range in size from a few dozen base pairs to several hundred, depending on the technology. Competing technologies are now on the market (Schuster 2007; Metzker 2010), the most common being pyrosequencing (Roche 454), sequencing by ligation (SOLiD), sequencing by synthesis (Illumina), and Ion Torrent. Sanger sequencing still remains the technology that provides longer reads and less errors per position, but its throughput is much lower than the throughput of next- generation sequencers, and thus it is much more expensive to use.

Computer scientists became interested in algorithms for the manipula­tion of biological sequences when it was recognized that, in view of the number and the lengths of DNA sequences, it is far from easy to mount genomes from reads or even to find similar sequences in the middle of large volumes of data.

Because all living beings share common ancestors, there are many similarities in the DNA of different organisms. Being able to look for these similarities is very useful because the role of a particular gene in one organism is likely to be similar to the role of a similar gene in another organism. The development of algorithms with which biological sequences (particularly DNA sequences) could be processed efficiently led to the appearance of a new scientific field called bioinformatics. Especially useful for sequencing the human genome were algorithms that could be used to manipulate very long sequences of symbols, also known as strings. Although manipulating small strings is relatively easy for computers, the task becomes harder when the strings have millions of symbols, as DNA sequences do. Efficient manip­ulation of strings became one of the most important fields in computer science. Efficient algorithms for manipulating strings are important both in bioinformatics and in Web technology (Baeza-Yates and Ribeiro-Neto 1999; Gusfield 1997).

A particularly successful tool for bioinformatic analysis was BLAST, a program that looks for exact or approximate matches between biological sequences (Altschul et al. 1990). BLAST is still widely used to search data­bases for sequences that closely match DNA sequences or protein sequences of interest. Researchers in bioinformatics developed many other algorithms for the manipulation of DNA strings, some of them designed specially to perform the assembly of the millions of fragments generated by the sequencers into the sequence of each chromosome (Myers et al. 2000).

Even though BAC-to-BAC sequencing and shotgun sequencing look similar, both involving assembly of small sequence fragments into the complete sequences of the chromosomes, there is a profound difference between the two approaches. In BAC-to-BAC sequencing, the physical map is known, and finding a sequence that corresponds to the fragments is rela­tively easy because we know approximately where the segment belongs. It's a bit like solving a puzzle for which the approximate location of each piece is roughly known, perhaps because of its color. However, in the case of the human genome creating the BAC library and deriving the physical map was a long and complex process that took many years to perfect and to carry out. In shotgun sequencing this process is much faster and less demanding, since the long DNA sequences are immediately broken into smaller pieces and no physical map is constructed. On the other hand, assembling millions of fragments without knowing even approximately where they are in the genome is a much harder computational problem, much like solving a puzzle all of whose pieces are of the same color. Signifi­cant advances in algorithms and in computer technology were necessary before researchers were able to develop programs that could perform this job efficiently enough.

One algorithm that has been used to construct DNA sequences from DNA reads is based on the construction of a graph (called a de Bruijn graph) from the reads. In such a graph, each node corresponds to one specific fixed-length segment of k bases, and two nodes in the graph are connected if there is a read with k + 1 bases composed of the overlapping of two different k-base segments.

For example, suppose you are given the following set of four base reads: TAGG, AGGC, AGGA, GGAA, GAAT, GCGA, GGCG, CGAG, AATA, GAGG, ATAG, TAGT. What is the shortest DNA sequence that could have gener­ated all these reads by being cut in many different places? The problem can be solved by drawing the graph shown here in figure 7.2, in which each node corresponds to a triplet of bases and each edge corresponds to one read. Finding the smallest DNA sequence that contains all these reads is then equivalent to finding a Eulerian path in this directed graph—that is, a path in the graph starting in one node and going through each edge exactly once (Pevzner, Tang, and Waterman 2001). As we saw in chapter 4, for undirected graphs there exists such a path if, and only if, exactly two vertices have an odd degree. For directed graphs, Euler's theorem must be

changed slightly, to take into account the fact that edges can be traversed in only one direction. A directed graph has a Eulerian path if every vertex has the same in degree and out degree, except for the starting and ending vertices (which must have, respectively, an out degree equal to the in degree plus 1 and vice versa). In this graph, all vertices have the in degree equal to the out degree except for vertices TAG and AGT, which satisfy the condition for the starting and ending vertices respectively. The Eulerian path, therefore, starts in node TAG, goes through node AGG and around the nodes in the topmost loop, returns to node AGG, and finishes in node AGT after going through the nodes in the bottom loop. This path gives TAGGCGAGGAATAGT, the shortest DNA sequence containing all the given reads.
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**Figure 7.2**

DNA sequencing from reads, using Eulerian paths. The reads on the right are used to label the edges on the graph. Two nodes are connected, if they have labels contained in the read that is used to label the edge that connects them.

|  |  |
| --- | --- |
| TAGG | GGCG |
| AGGC | CGAG |
| AGGA | AATA |
| GGAA | GAGG |
| GAAT | ATAG |
| GCGA | TAGT |

It is also possible to formulate this problem by finding a Hamiltonian

between reads is represented by an edge (Compeau, Pevzner, and Tesler 2011). That approach, which was indeed used in the Human Genome Proj­ect (Lander et al. 2001; Venter et al. 2001), is computationally much more intensive and less efficient, because the Hamiltonian path problem is an NP-complete problem. In practice, mounting a genome using de Bruijn graphs is more complex than it appears to be in figure 7.2 because of errors in the sequences, missing sequences, highly repetitive DNA regions, and several other factors.

The race to sequence the human genome, which ended in a near tie, made it clear that computers and algorithms were highly useful in the study of biology. In fact, assembling the human genome wouldn't have been pos­sible without the use of these algorithms, and they became the most impor­tant component of the technologies that were developed for the purpose. The field of bioinformatics was bom with these projects. Since then it has became a large enterprise involving many research groups around the world.

Today, many thousands of researchers and professionals work in bioin­formatics, applying computers to problems in biology and medicine. Bioin­formatics, (also called computational biology) is now a vast field with many sub-fields. In fact, manipulating DNA sequences is only one of the many tasks routinely performed by computers, helping us along the long path that will lead to a more complete understanding of biological systems. Researchers and professionals in bioinformatics are a diverse lot and apply their skills to many different challenges, including the modeling and simu­lation of many types of biological networks. These networks—abstract models that are used to study the behaviors of biological systems—are essential tools in our quest to understand nature.

Biological Networks

A multi-cellular organism consists of many millions of millions of cells. The human body contains more than 30 trillion cells (Bianconi et al. 2013), £ number so large as to defy the imagination.

Although DNA contains the genetic information of an organism, there are many more components inside a living cell. Recently developed tech­nologies enable researchers to obtain vast amounts of data related to the concentrations of various chemicals inside cells. These measurements are critically important for researchers who want to understand cellular behav­ior, in particular, and biological systems, in general. The advances in genomics have been paralleled by advances in other areas of biotechnology, and the amounts of data now being collected by sequencing centers and biological research institutes are growing at an ever-increasing rate.

To make sense of these tremendous amounts of data, computer models of biological processes have been used to study the biological systems that provided the data. Although there are many types of biological models, the most widespread and useful models are biological networks. In general, it is useful to view complex biological systems as a set of networks in which the various components of a system interact. Networks are usually represented as graphs in which each node is a component in the network and the edges between the nodes represent interactions between components.

Many types of biological networks have been used to model biological systems, and each type of network has many different sub-types. Here I will use a small number of types of biological networks that are representative to illustrate how models of biological networks are used to study, simulate, and understand biological systems.

In general, nodes of biological networks need not correspond to actual physically separate locations. The network represents, in this case, a useful abstraction, but there is no one-to-one correspondence between a node in a network and a physical location, as there is in a road network or in an electrical network. Of the four types of networks I will discuss, only in neuronal networks is there direct correspondence between a node in the network and a specific location in space, and even in that case the corre­spondence isn't perfect.

The four types of biological networks I will describe here are metabolic networks, protein-protein interaction networks, gene regulatory networks, and neuronal networks. I will use the term neuronal networks to refer to net­works that model biological neurons, in order to distinguish them from neural networks (which were discussed in chapter 5 as a machine learning technique). Even though other types of biological networks are used to model biological systems, these four types constitute a large fraction of the models used to study the behavior of cells, systems, and even whole organisms.

Metabolic networks are used to model the interactions among chemical compounds of a living cell, which are connected by biochemical reactions that convert one set of compounds into another. Metabolic networks are commonly used to model the dynamics of the concentrations of various chemical compounds inside a cell. These networks describe the structure and the dynamics of the chemical reactions of metabolism (also known as the metabolic pathways), as well as the mechanisms used to regulate the interactions between compounds. The reactions are catalyzed by enzymes, which are selective catalysts, accelerating the rates of the metabolic reac­tions that are involved in most biological processes, from the digestion of nutrients to the synthesis of DNA. Although there are other types of enzymes, most enzymes are proteins and are therefore encoded in the DNA. When the complete genome of an organism is known, it is possible to reconstruct partially or entirely the network of biochemical reactions in a cell, and to derive mathematical expressions that describe the dynamics of the concentration of each compound.

Protein-protein interaction networks are used very extensively to model the dynamics of a cell or a system of cells. Proteins, encoded by the genes, interact to perform a very large fraction of the functions in a cell. Many essential processes in a cell are carried out by molecular machines built from a number of protein components. The proteins interact as a result of biochemical events, but mainly because of electrostatic forces. In fact, the quaternary structure of proteins, to which I alluded in chapter 6, is the arrangement of several folded proteins into a multi-protein complex. The study of protein-protein interaction networks is fundamental to an understanding of many processes inside a living cell and of the interaction between different cells in an organism.

Gene regulatory networks are used to model the processes that lead to differentiated activity of the genes in different environments. Even though all cells in a multi-cellular organism (except gametes, the cells directly involved in sexual reproduction) have the same DNA, there are many dif­ferent kinds of cells in a complex organism and many different states for a given cell type. The process of cellular differentiation creates a more special­ized cell from a less specialized cell type, usually starting from stem cells, in adult organisms. Cell differentiation leads to cells with different sizes, shapes, and functions and is controlled mainly by changes in gene expres­sion. In different cell types (and even in different cells of the same type in different states) different genes are expressed and thus, different cells can have very different characteristics, despite sharing the same genome. Even a specific cell can be in many different states, depending on the genes expressed at a given time. The activity of a gene is controlled by a number of pre-transcription and post-transcription regulatory mechanisms. The simplest mechanism is related to the start of the transcription. A gene can be transcribed (generating mRNA that will then be translated into a pro­tein) only if a number of proteins (called transcription factors) are attached to a region near the start of the coding region of the gene: the promoter region. If for some reason the transcription factors don't attach to the pro­moter region, the gene is not transcribed and the protein that it generates is not created. Gene regulatory networks, which model this mechanism, are, in fact, DNA-protein interaction networks. Each node in this network is either a transcription factor (a protein) or a gene (a section of DNA). Gene regulatory networks can be used to study cell behavior, in general, and cell differentiation, in particular. Understanding the behavior and the dynam­ics of gene regulatory networks is an essential step toward understanding the behavior of complex biological systems.

Neuronal networks are one type of cell interaction networks extensively used to study brain processes. Although different types of cell interaction networks are commonly used, the most interesting type is neuron-to- neuron interaction networks, the so-called neuronal networks. The nervous system of a complex organism consists of interconnected neural cells, sup­ported by other types of cells. Modeling this network of neurons is a funda­mental step toward a more profound understanding of the behavior of nervous systems. Each node in a neuronal network corresponds to one nerve cell, and an edge corresponds to a connection between neurons. The activity level of each neuron and the connections (excitatory or inhibitory) between neurons lead to patterns of neuron excitation in the nervous sys­tem that correspond to specific brain behaviors. In the central nervous systems of humans and in those of our close evolutionary parents, the pri­mates, these patterns of behavior lead to intelligent and presumably con­scious behavior. The study of neuronal networks is, therefore, of fundamental importance to the understanding of brain behavior.

As we saw in chapter 5, simplified mathematical models of neurons have been used to create artificial neural networks. As I noted, artificial neural networks capture some characteristics of networks of neurons, even though they are not faithful models of biological systems. Networks of these artificial neurons—artificial neural networks— have been used extensively both as models of parts of the brain and as mechanisms to perform complex computational tasks requiring adaptation and learning. However, in general, artificial neural networks are not used to model actual cell behavior in the brain. Modeling actual cell behaviors in living brains is performed using more sophisticated models of neurons, which will be described in chapter 8.

Emulating Life

The development of accurate models for biological systems will enable us to simulate in silico (that is, by means of a computer) the behavior of actual biological systems. Simulation of the dynamic behavior of systems is com­mon in many other fields of science. Physicists simulate the behavior of atoms, molecules, mechanical bodies, planets, stars, star systems, and even whole galaxies. Engineers routinely use simulation to predict the behaviors of electronic circuits, engines, chemical reactors, and many others kinds of systems. Weather forecasters simulate the dynamics of the atmosphere, the oceans, and the land to predict, with ever-increasing accuracy, tomorrow's weather. Economists simulate the behavior of economic systems and, with some limited success, of whole economies.

In computer science the word simulation has a very special meaning—it usually refers to the simulation of one computer by another. In theoretical computer science, if one computing engine can simulate another then they are, in some sense, equivalent. As I noted in chapter 4, in this situation I will use the word emulate instead of simulate. We have already encountered universal Turing machines, which can emulate any other Turing machine, and the idea that a universal Turing machine can emulate any existing computer, if only slowly. In more practical terms, it has become common to use the concept of virtualization, in which one computer, complete with its operating system and its programs, is emulated by a program, running in some other computer. This other computer may, itself, be also just an emu­lation running in another computer. At some point this regression must end, of course, and some actual physical computer must exist, but there are no conceptual limits to this virtualization of computation.

The ability to simulate the behavior of a system requires the existence of an abstract computation mechanism, either analog or digital. Although analog simulators have been used in the past (as we saw in chapter 2), and although they continue to be used to some extent, the development of digi­tal computers made it possible to simulate very complex systems flexibly and efficiently. Being able to simulate a complex system is important for a number of reasons, the most important of which are the ability to adjust the time scale, the ability to observe variables of interest, the ability to understand the behavior of the system, and the ability to model systems that don't exist physically or that are not accessible.

The time scales involved in the behavior of actual physical systems may make it impossible to observe events in those systems, either because the events happen too slowly (as in a collision of two galaxies) or because the events happen too fast (as in molecular dynamics). In a simulation, the time scales can be compressed or expanded in order to make observation of the dynamics of interest possible. A movie of two galaxies colliding lasting only a minute can compress an event that, in reality, would last many hun­dreds of millions of years. Similarly, the time scale of molecular dynamics can be slowed down by a factor of many millions to enable researchers to understand the dynamic behavior of atoms and molecules in events that happen in nanoseconds.

Simulation also enables scientists and engineers to observe any quantity of interest (e.g., the behavior of a part of a transistor in an integrated cir­cuit)—something that, in many cases, is not possible in the actual physical system. Obviously one can't measure the temperature inside a star, or even the temperature at the center of the Earth, but simulations of these systems can tell us, with great certainty, that the temperature at the center of the Sun is roughly 16 million kelvin and that the temperature at the center of the Earth is approximately 6,000 kelvin. In a simulator that is detailed enough, any variable of interest can be modeled and its value monitored.

The ability to adjust the time scales and to monitor any variables inter­nal to the system gives the modeler a unique insight into the behavior of the system, ultimately leading to the possibility of a deep understanding that cannot otherwise be obtained. By simulating the behavior of groups of atoms that form a protein, researchers can understand why those proteins perform the functions they were evolved to perform. This deep understand­ing is relatively simple in some cases and more complex (or even impossi­ble) in others, but simulations always provide important insights into the behavior of the systems—insights that otherwise would be impossible to obtain.

The fourth and final reason why the ability to simulate a system is important is that it makes it possible to predict the behavior of systems that have not yet come into existence. When a mechanical engineer simulates the aerodynamic behavior of a new airplane, the simulation is used to inform design decisions that influence the design of the plane before it is built. Similarly, designers of computer chips simulate the chips before they are fabricated. In both cases, simulation saves time and money.

Simulation of biological systems is a comparatively new entrant in the realm of simulation technology. Until recently, our understanding of bio­logical systems in general, and of cells in particular, was so limited that we weren't able to build useful simulators. Before the last two decades of the twentieth century, the dynamics of cell behavior were so poorly understood that the knowledge needed to construct a working model was simply not available. The understanding of the mechanisms that control the behavior of cells, from the processes that create proteins to the many mechanisms of cell regulation, opened the door to the possibility of detailed simulation of cells and of cell systems.

The dynamics of the behavior of a single cell are very complex, and the detailed simulation of a cell at the atomic level is not yet possible with existing computers. It may, indeed, never be possible or economically fea­sible. However, this doesn't mean that very accurate simulation of cells and of cell systems cannot be performed. The keys to the solution are abstraction and hierarchical multi-level simulation, concepts extensively used in the sim­ulation of many complex systems, including, in particular, very-large-scale integrated (VLSI) circuits.

The idea behind abstraction is that, once the behavior of a part of a sys­tem is well understood, its behavior can be modeled at a higher level. An abstract model of that part of the system is then obtained, and that model can be used in a simulation, performed at a higher level, leading to hierar­chical multi-level simulation, which is very precise and yet very efficient. For instance, it is common to derive an electrical-level model for a single transistor. The transistor itself is composed of many millions or billions of atoms, and detailed simulation, at the atom and electron level, of a small section of the transistor may be needed to characterize the electrical proper­ties of the device. This small section of the transistor is usually simulated at a very detailed physical level. The atoms in the crystalline structure of the semiconductor material are taken into consideration in this simulation, as are the atoms of impurities present in the crystal. The behavior of these structures, and that of the electrons present in the electron clouds of these atoms, which are subject to electric fields, is simulated in great detail, making it possible to characterize the behavior of this small section of the transistor. Once the behavior of a small section of the transistor is well understood and well characterized, an electrical-level model for the complete transistor can be derived and used to model very accurately the behavior of the device, even though it doesn't model each individual atom or electron. This electrical-level model describes how much current flows through a transistor when a voltage difference is applied at its ter­minals; it also describes other characteristics of the transistor. It is precise enough to model the behavior of a transistor in a circuit, yet it is many millions times faster than the simulation at the atomic level that was performed to obtain the model.

Thousands or even millions of transistors can then be effectively simu­lated using these models for the transistors, even if the full simulation at the electron level and at the atom level remains impossible. In practice, complete and detailed simulation of millions (or even billions) of transis­tors in an integrated circuit is usually not carried out. Systems containing hundreds or thousands of transistors are characterized, using these electri­cal-level models and more abstract models of these systems are developed and used, in simulations performed at a higher level of abstraction. For instance, the arithmetic and logic unit (ALU) that is at the core of a com­puter consists of a few thousand transistors, but they can be characterized solely in terms of how much time and power the ALU requires to compute a result, depending on the type of operation and the types of operands. Such a model is then used to simulate the behavior of the integrated circuit when the unit is connected to memory and to other units. High-level mod­els for the memory and for the other units are also used, making it practi­cable to perform the simulation of the behavior of billions of transistors, each consisting of billions of atoms. If one considers other parts in the cir­cuit that are also being implicitly simulated, such as the wires and the insu­lators, this amounts to complete simulation of a system with many billions of trillions of atoms.

Techniques for the efficient simulation of very complex biological sys­tems also use this approach, even though they are, as of now, much less well developed than the techniques used in the simulation of integrated circuits. Researchers are working intensively on the development of mod­els for the interaction between molecules in biological systems—especially the interactions among DNA, proteins, and metabolites. Models for the interaction between many different types of molecules can then be used in simulations at higher levels of abstraction. These higher levels of abstrac­tion include the various types of biological networks that were discussed in the preceding section. For instance, simulation of a gene regulatory network can be used to derive the dynamics of the concentration of a par­ticular protein when a cell responds to specific aggression by a chemical compound. The gene regulatory network represents a model at a high level of abstraction that looks only at the concentrations of a set of proteins and other molecules inside a cell. However, that model can be used to simulate the phenomena that occur when a specific transcription factor attaches to the DNA near the region where the gene is encoded. Modeling the attach­ment between a transcription factor (or a set of transcription factors) and a section of the DNA is a very complex task that may require the extensive simulation of the molecular dynamics involved in the attachment. In fact, the mechanism is so complex that it is not yet well understood, and only incomplete models exist. However, extensive research continues, and good detailed models for this process will eventually emerge. It will then be practicable to use those detailed models to obtain a high-level model that will relate the concentration of the transcription factors with the level of transcription of the gene, and to use the higher-level models in the gene regulatory network model to simulate the dynamics of the concentrations of all the molecules involved in the process, which will lead to a very effi­cient and detailed simulation of a system that involves many trillions of atoms.

By interconnecting the various types of networks used to model differ­ent aspects of biological systems and using more and more abstract levels of modeling, it may eventually become possible to model large systems of cells, complete organs, and even whole organisms. Modeling and simulat­ing all the processes in an organism will not, in general, be of interest. In most cases, researchers will be interested in modeling and understanding specific processes, or pathways, in order to understand how a given dys­function or disease can be tackled. Many of the problems of interest that require the simulation of complex biological systems are related to illnesses and other debilitating conditions. In fact, every existing complex disease requires the work of many thousands of researchers in order to put together models that can be used to understand the mechanisms of disease and to investigate potential treatments. Many of these treatments involve design­ing specific molecules that will interfere with the behavior of the biological networks that lead to the disease. In many types of cancer, the protein and gene regulatory networks controlling cell division and cell multiplication are usually the targets of study, with the aim of understanding how uncon­trolled cell division can be stopped. Understanding neurodegenerative dis­eases that progressively destroy or damage neuron cells requires accurate models of neuronal networks and also of the molecular mechanisms that control the behavior of each neuron. Aging isn't a disease, as such, but its effects can be delayed (or perhaps averted) if better models for the mecha­nisms of cellular division and for the behavior of networks of neurons become available.

Partial models of biological organisms will therefore be used to under­stand and cure many illnesses and conditions that affect humanity. The use of these models will not, in general, raise complex ethical problems, since they will be in silico models of parts of organisms and will be used to create therapies. In most cases, they will also reduce the need for animal experiments to study the effects of new molecules, at least in some phases of the research. However, the ability to perform a simulation of a complete organism raises interesting ethical questions because, if accurate and detailed enough, it will reproduce the behavior of the actual organism, and it would become, effectively, an emulation. Perhaps the most advanced effort to date to obtain the simulation of a complex organism is the Open- Worm project, which aims at simulating the entire roundworm Caenorhab- ditis elegans.

Digital Animals

The one-millimeter-long worm Caenorhabditis elegans has a long history in science as a result of its extensive used as a model for the study of simple multi-cellular organisms. It was, as was noted above, the first animal to have its genome sequenced, in 1998. But well before that, in 1963, Sydney Brenner proposed it as a model organism for the investigation of neural development in animals, an idea that would lead to Brenner's research at the MRC Laboratory for Molecular Biology in Cambridge, England, in the 1970s and the 1980s. In an effort that lasted more than twelve years, the complete structure of the brain of C. elegans was reverse engineered, leading to a diagram of the wiring of each neuron in this simple brain. The work was made somewhat simpler by the fact that the structure of the brain of this worm is completely encoded by the genome, leading to virtually identical brains in all the individuals that share a particular genome.

The painstaking effort of reverse engineering a worm brain included slic­ing several worm brains very thinly, taking about 8,000 photos of the slices with an electron microscope, and connecting each neuron section of each slice to the corresponding neuron section in the neighbor slices (mostly by hand). The complete wiring diagram of the 302 neurons and the roughly 7,000 synapses that constitute the brain of C. elegans was described in min­ute detail in a 340-page article titled "The Structure of the Nervous System of the Nematode Caenorhabditis elegans” (White et al. 1986). The running head of the article was shorter and more expressive: "The Mind of a Worm." This detailed wiring diagram could, in principle, be used to create a very detailed simulation model with a behavior that would mimic the behavior of the actual worm. In fact, the Open Worm project aims at constructing a complete model, not only of the 302 neurons and the 95 muscle cells, but also of the remaining 1,000 cells in each worm (more exactly, 959 somatic cell plus about 2,000 germ cells in the hermaphrodites and 1,031 cells in the males).

The Open Worm project, begun in 2011, has to overcome significant challenges to obtain a working model of the worm. The wiring structure of the brain, as obtained by Brenner's team, isn't entirely sufficient to define its actual behavior. Much more information is required, such as detailed models for each connection between neurons (the synapses), dynamical models for the neurons, and additional information about other variables that influence the brain's behavior. However, none of this information is, in principle, impossible to obtain through a combination of further research in cell behavior, advanced instrumentation techniques (which I will address in chapter 9), and fine tuning of the models' parameters.

The OpenWorm project brings together coders (who will write the complete simulator using a set of programming languages) and scientists working in many fields, including genetics, neuron modeling, fluid dynamics, and chemical diffusion. The objective is to have a complete simulator of all the electrical activity in all the muscles and neurons, and an integrated simulation environment that will model body movement and physical forces within the worm and the worm's interaction with its environment.

The interesting point for the purpose of the present discussion is that, in principle, the Open Worm project will result in the ability to simulate the complete behavior of a fairly complex animal by emulating the cellular processes in a computer. Let us accept, for the moment, the reasonable hypothesis that this project will succeed in creating a detailed simulation of C. elegans. If its behavior, in the presence of a variety of stimuli, is indistin­guishable from a real-world version of the worm, one has to accept that the program which simulates the worm has passed, in a very restricted and specific way, a sort of Turing Test: A program, running in a computer, simu­lates a worm well enough to fool an observer. One may argue that a simula­tion of a worm will never fool an observer as passing for the real thing. This is, however, a simplistic view. If one has a good simulation of the worm, it is relatively trivial to use standard computer graphics technologies to ren­der its behavior on a screen, in real time, in such a way that it will not be distinguishable from the behavior of a real worm.

In reality, no one will care much if a very detailed simulation of a worm is or is not indistinguishable from the real worm. This possibility, however, opens the door to a much more challenging possibility: What if, with the evolution of science and technology, we were to become able to simulate other, more complex animals in equivalent detail? What if we could simu­late, in this way, a mouse, a cat, or even a monkey, or at least significant parts of those animals? And if we can simulate a monkey, what stops us from eventually being able to simulate a human? After all, primates and humans are fairly close in biological complexity. The most challenging dif­ferences are in the brain, which is also the most interesting organ to simu­late. Even though the human brain has on the order of 100 billion neurons and the brain of a chimpanzee only 7 billion, this difference of one order of magnitude will probably not be a roadblock if we are ever able to reverse engineer and simulate a chimp brain. A skeptical reader probably will argue, at this point, that this is a far-fetched possibility, not very likely to happen any time soon. It is one thing to simulate a worm with 302 neurons and no more than 1,000 cells; it is a completely different thing to simulate a more complex animal, not to speak of a human being with a hundred billion neurons and many trillions of cells.

Nonetheless, we must keep in mind that such a possibility exists, and that simulating a complex animal is, in itself, a worthwhile goal that, if achieved, will change our ability to understand, manipulate, and design biological systems. At present this ability is still limited, but advances in synthetic biology may change that state of affairs.

Synthetic Biology

Advances in our understanding of biological systems have created the excit­ing possibility that we will one day be able to design new life forms from scratch. To do that, we will have to explore the vastness of the Library of Mendel in order to find the specific sequences of DNA that, when inter­preted by the cellular machinery, will lead to the creation of viable new organisms. Synthetic biology is usually defined as the design and construc­tion of biological devices and systems for useful purposes. The geneticist Waclaw Szybalski may have been the first to use the term. In 1973, when asked during a panel discussion what he would like to be doing in the "somewhat non-foreseeable future," he replied as follows:

Let me now comment on the question "what next." Up to now we are working on the descriptive phase of molecular biology. ... But the real challenge will start when we enter the synthetic phase of research in our field. We will then devise new control elements and add these new modules to the existing genomes or build up wholly new genomes. This would be a field with an unlimited expansion potential and hardly any limitations to building "new better control circuits" or ... finally other "synthetic" organisms, like a "new better mouse." ... I am not concerned that we will run out of exciting and novel ideas ... in the synthetic biology, in general.

Designing a new biological system is a complex enterprise. Unlike human-made electronic and mechanical systems, which are composed of modular components interconnected in a clear way, each with a different function, biological systems are complex contraptions in which each part interacts with all the other parts in complicated and unpredictable ways. The same protein, encoded in a gene in DNA, may have a function in the brain and another function, entirely different, in the skin. The same pro­tein may fulfill many different functions in different cells, and at present we don't have enough knowledge to build, from scratch, an entirely new synthetic organism.

However, we have the technology to create specific sequences of DNA and to insert them into cells emptied of their own DNA. The machinery of those cells will interpret the inserted synthetic DNA to create new copies of whatever cell is encoded in the DNA. It is now possible to synthetize, from a given specification, DNA sequences with thousands of base pairs. Techno­logical advances will make it possible to synthesize much longer DNA sequences at very reasonable costs.

The search for new organisms in the Library of Mendel is made easier by the fact that some biological parts have well-understood functions, which can be replicated by inserting the code for these parts in the designed DNA. The DNA parts used most often are the BioBrick plasmids invented by Tom Knight (2003). BioBricks are DNA sequences that encode for specific pro­teins, each of which has a well-defined function in a cell. BioBricks are stored and made available in a registry of standard biological parts and can be used by anyone interested in designing new biological systems. In fact, this "standard” for the design of biological systems has been extensively used by thousands of students around the world in biological system design competitions such as the iGEM competition. Other parts and methodolo­gies, similar in spirit to the BioBricks, also exist and are widely available.

Existing organisms have already been "re-created" by synthesizing their DNA and introducing it in the machinery of a working cell. In 2003, a team from the J. Craig Venter Institute synthetized the genome of the bacterio­phage Phi X 174, the first organism to have had its 5386 base genome sequenced. The team used the synthesized genome to assemble a living bacteriophage. Most significantly, in 2006, the same team constructed and patented a synthetic genome of Mycoplasma laboratorium, a novel minimal bacterium derived from the genome of Mycoplasma genitalium, with the aim of creating a viable synthetic organism. Mycoplasma genitalium was chosen because it was the known organism that exhibits the smallest number of genes. Later the research group decided to use another bacterium, Myco­plasma mycoides, and managed to transplant the synthesized genome of this bacterium into an existing cell of a different bacterium that had had its DNA removed. The new bacterium was reported to have been viable and to have replicated successfully.

These and other efforts haven't yet led to radically new species with characteristics and behaviors completely different from those of existing species. However, there is little doubt that such efforts will continue and will eventually lead to new technologies that will enable researchers to alter existing life forms. Altered life forms have the potential to solve many problems, in many different areas. In theory, newly designed bacteria could be used to produce hydrocarbons from carbon dioxide and sunlight, to clean up oil spills, to fight global warming, and to perform many, many other tasks.

If designing viable new unicellular organisms from scratch is still many years in the future, designing complex multi-cellular eukaryotes is even far­ther off. The developmental processes that lead to the creation of different cells types and body designs are very complex and depend in very compli­cated ways on the DNA sequence. Until we have a much more complete understanding of the way biological networks work in living organisms, we may be able to make small "tweaks" and adjustments to existing life forms, but we will not be able to design entirely new species from scratch. Uni­corns and centaurs will not appear in our zoos any time soon. In a way, synthetic biology will be, for many years to come, a sophisticated version of the genetic engineering that has been taking place for many millennia on horses, dogs and other animals, which have been, in reality, designed by mankind.

Before we embark, in the next chapters, on a mixture of educated guesses and wild speculations on how the technologies described in the last chap­ters may one day change the world, we need to better understand how the most complex of organs, the brain, works. In fact, deriving accurate models of the brain is probably the biggest challenge we face in our quest to under­stand completely the behavior of complex organisms.
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1. How the Brain Works

Ever since Alcmaeon of Croton (fifth century BC) and Hippocrates (fourth century BC) recognized the brain as the seat of intelligence, humanity has been interested in understanding how it works. Despite this early start, it took more than two millennia to become common knowledge that it is in the brain that intelligence and memory reside. For many centuries, it was believed that intelligence resided in the heart; even today, we say that something that was memorized was "learned by heart."

The latest estimates put the total number of cells in an average human body at 37 trillion (Bianconi et al. 2013) and the total number of cells in the brain at roughly 86 billion (Azevedo et al. 2009), which means that less than 0.5 percent of our cells are in the brain. However, these cells are at the center of who we are. They define our mind, and when they go they take with them our memories, our personality, and our very essence.

Most of us are strongly attached to our bodies, or to specific physical characteristics of them. Despite the attachment to our bodies, if given the choice most of us probably would prefer to donate a brain than to be the recipient of one, if the transplant of this organ could be performed— something that may actually be attempted in years to come.

Our knowledge of the structures of neurons and other cells in the brain is relatively recent. Although the microscope was invented around the end of the sixteenth century, it took many centuries for microscopes to be successfully applied in the observation of individual brain cells, because individual neurons are more difficult to see than many other types of cells.

Neurons are small, their bodies ranging from a few microns to 100 microns in size. However, they are comparable in size to red blood cells and spermatozoa. What makes neurons difficult to see is the fact that thev are

intertwined in a dense mass, making it hard to discern individual cells. To borrow an analogy used by Sebastian Seung in his illuminating 2012 book Connectome, the neurons in the brain—a mass of intermixed cell bodies, axons, dendritic trees, and other support cells—look like a plate of cooked spaghetti. Even though you can point a microscope at the surface of a sec­tion of brain tissue, it isn’t possible to discriminate individual cells, because all you see is a tangled mess of cell components.

A significant advancement came in 1873 when Camillo Golgi discovered a method for staining brain tissue that would stain only a small fraction of the neurons, making them visible among the mass of other neurons. We still don't know why the Golgi stain makes only a small percentage of the neurons visible, but it made it possible to distinguish, under a microscope, individual neurons from the mass of biological tissue surrounding them. Santiago Ramon y Cajal (1904) used the Golgi stain and a microscope to establish beyond doubt that nerve cells are independent of one another, to identify many types of neurons, and to map large parts of the brain. Ramon y Cajal published, along with his results, many illustrations of neurons that remain useful to this day. One of them is shown here as figure 8.1.

The identification of neurons and their ramifications represented the first significant advance in our understanding of the brain. Ramon y Cajal put it this way in his 1901 book Recuerdos de mi vida: "I expressed the sur­prise which I experienced upon seeing with my own eyes the wonderful revelatory powers of the chrome-silver reaction and the absence of any excitement in the scientific world aroused by its discovery."

Golgi and Ramon y Cajal shared a Nobel Prize for their contributions, although they never agreed on the way nerve cells interact. Golgi believed that neurons connected with one another, forming a sort of a super-cell; Ramon y Cajal believed that different neurons touched but remained separate and communicated through some yet unknown method. Ramon y Cajal was eventually proved right in the 1920s, when Otto Loewi and Henry Dale demonstrated that neurotransmitters were involved in passing signals between neurons. However, we had to wait until 1954 for the final evidence, when George Palade, George Bennett, and Eduardo de Robertis used the recently invented electron microscope to reveal the structure of synapses. We now know that there are chemical synapses and electrical synapses. Chemical synapses are much more numerous than electrical ones.
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Vn\*..; . ,

**Figure 8.1**

A drawing of Purkinje cells (A) and granule cells (B) in the cerebellum of a pigeon by Santiago Ramon y Cajal.

How Neurons Work

The many different types of neurons can be classified by morphology, by function, or by location. Golgi grouped neurons into two types: those with long axons used to move signals over long distances (type I) and those with short axons (type II). The simplest morphology of type I neurons, of which spinal motor neurons are a good example, consists of a cell body called thesoma and a long thin axon covered by a myelin sheath. The sheath helps in signal propagation. Branching out from the cell body is a dendritic tree that receives signals from other neurons.

A generic neuron, depicted schematically in figure 8.2a, has three main parts: the dendrites, the soma, and the axon. Figure 8.2b depicts a real neu­ron from a mouse brain, located in layer 4 of the primary visual area (whose behavior is briefly described later in this chapter). A typical neuron receives inputs in the dendritic tree. Then, in some complex way, it adds all the input contributions in the soma and, if it receives sufficient input, it sends an output through the axon. The output is characterized by the firing of the neuron, which takes place when the neuron receives sufficient input. Neuron firing is a phenomenon generated by the cell membrane. This membrane has specific electrical characteristics that we inherited from the primitive organisms known as choanoflagellates (which were mentioned in chapter 6).

Neurons, like other cells, consist of a complex array of cellular machin­ery surrounded by a lipid membrane. Inside the membrane, neurons have much of the same machinery that other cells have, swimming inside a salt­water solution: many different types of cytoplasmic organelles (including mitochondria) and a nucleus, in which DNA replication and RNA synthesis
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**Figure 8.2**

(a) A schematic diagram of a neuron by Nicolas Rougier (2007), available at Wikime­dia Commons, (b) A real neuron from layer 4 of the primary visual area of a mouse brain, reconstructed and made available by the Allen Institute for Brain Science. Lit­tle circles at the end of dendrites mark locations where the reconstruction stopped, while the larger circle marks the location of the soma.

takes place. However, since their job is to carry information from one place to the other in the form of nerve impulses, nerve cell have a different, highly specialized membrane. The membrane of a nerve cell is a complex structure containing many proteins that enable or block the passage of vari­ous substances. Of particular interest in the present context are pores, ion channels, and ion pumps of different sizes and shapes. Channels can open or close, and therefore they control the rate at which substances cross the membrane. Most ion channels are permeable only for one type of ion. Ion channels allow ions to move in the direction of the concentration gradient, moving ions from high concentration regions to low concentration regions. Ion pumps are membrane proteins that actively pump ions in or out of the cells, using cellular energy obtained usually from adenosine 5'-triphos­phate (ATP) to move the ions against their concentration gradient. Some ion channels—those known as voltage dependent—have a pumping capacity that is influenced by the voltage difference across the membrane (known as the membrane potential).

The membrane potential, determined by the concentration of charged ions inside and outside the nerve cell, typically ranges from 40 to 80 milli­volts (mV), being more positive outside. The cells are bathed in a salt-water solution. The electric potential inside the cell and that outside the cell differ because the concentrations of the ions in the salt water vary across the membrane. Ions flow across the channels, in one direction or the other, while others are pumped by the ion pumps. At rest, there is a voltage differ­ence of roughly 70 mV between the two sides of the membrane. Many ions have different concentrations inside and outside the cell membrane. The potassium ion K+ has a higher concentration inside than outside; the sodium ion Na+ and the chloride ion Cl" have higher concentrations out­side than inside. These differences in concentrations of charged ions create the membrane potential.

The existence of the neuron membrane, and the characteristics of the channels and pumps, lead to a behavior of the neurons that can be well modeled by an electrical circuit. With these general concepts in mind, we can now try to understand how a detailed electrical model of a neuron can be used to simulate its behavior. Let us first consider an electrical model of a section of the membrane.

The important part of the behavior of a neuron for the purposes of signal transmission consists in the opening and the closing of channels and

pumps that transport the ions across the membrane. It is possible to derive a detailed electrical model for a small section of the membrane, and to interconnect these sections to obtain a working model for the whole neu­ron. The model for a segment of passive membrane can therefore be a sim­ple electrical circuit, such as that illustrated in figure 8.3. Attentive readers will notice many resemblances between this circuit and the circuit that was used in figure 3.2 to illustrate Maxwell's equations.

In figure 8.3 the voltage sources VK and VNa stand for the equilibrium potential created by the differences in ion concentrations (only K+ and Na\* are considered in this example). The conductances GK and GNa repre­sent the combined effect of all open channels permeable to ions. The capac­itor models the membrane capacitance. It can be assumed, without loss of modeling power, that the outside of the neuron is at zero potential. The passive membrane of a neuron is therefore represented by a large number of circuits like this one, each corresponding to one patch of the membrane, interconnected by conductances in the direction of signal transmission. The two voltage sources that model the sodium and potassium ion concen­trations can be replaced by an electrically equivalent voltage source and conductance, called the Thevenin equivalent; the resulting circuit is illus­trated in figure 8.4.

Alan Hodgkin and Andrew Huxley have extensively studied the electrical model of the neuron membrane in the presence of the many different types of ion pumps and channels that are present in real neurons. The behavior of an active membrane is much more complex than the passive model shown, the added complexity being due to the time-dependent and voltage-dependent variation of the conductances.
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**Figure 8.3**

An electrical diagram of a simplified model of a patch of neuron membrane.
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Figure 8.4

Simplified models of patches of neuron membrane interconnected by axial conduc­tances.

However, extensive studies conducted by Hodgkin, Huxley, and many other researchers that followed them have told us how neuron membranes work in great detail.

In their experiments, Hodgkin and Huxley used the giant axon of the squid to obtain and validate models for ionic mechanisms of action poten­tials. That axon, which is up to a millimeter in diameter, controls part of the squid's water-jet propulsion system. Its size makes it amenable to experiments and measurements that would otherwise be very difficult. The Hodgkin-Huxley model describes in detail the behavior of time- dependent and voltage-dependent conductances that obey specific equa­tions. The model for an active segment of the membrane then becomes a generalization of the one shown in figure 8.4, with conductances that vary with time and voltage. For each conductance, there is a specific equa­tion that specifies its value as a function of time and the voltage across it. With this model, Hodgkin and Huxley (1952) were able to simulate the generation of axon potentials in the squid giant axon and to accurately predict effects not explicitly included in the models. In particular, they predicted the axonal propagation speed with a good accuracy, using parameters obtained experimentally. Different generalizations of this model for particular types of neurons were obtained through the work of many other researchers.
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A complete electrical diagram of Hodgkin and Huxley's model of a patch of neuron membrane of a pyramidal neuron.

Figure 8.5 illustrates the components of the model for an active segment of a membrane from a pyramidal neuron in the human brain. Each conductance shown corresponds to a particular ion conductance mechanism in the membrane. If we plug in the detailed time and voltage dependences of each of the parameters involved in this circuit, and inter­connect many of these circuits, one for each patch of the membrane, we obtain an electrical model for a complete neuron.

When a neuron isn't receiving input from other neurons, the value of the membrane potential is stable and the neuron doesn't fire. Firing occurs only when the neuron receives input from other neurons through the syn­apses that interconnect the neurons, usually connecting the axon of the pre-synaptic neuron to a dendrite in the post-synaptic neuron. When enough neurons with their axons connected to the dendritic tree of this neuron are firing, electrical activity in the pre-synaptic neurons is con­verted, by the activity of the synapses, into an electrical response that results in an increase (hyperpolarization) or a decrease (depolarization) of the membrane potential in the receiving neuron.

If one section of the membrane in the receiving neuron—most com­monly a section at the base of the axon (Stuart et al. 1997)—is sufficiently depolarized, one observes, both in computer simulations and in real neu­rons, that the membrane depolarizes further, which leads to a rapid self- sustained decrease of the membrane potential (called an action potential).
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Figure 8.6

A simulation of the electrical behavior of a pyramidal neuron.

This rapid self-sustained decrease of the membrane potential corresponds to the well-known spiking behavior of neurons. When a neuron spikes, the membrane potential depolarizes suddenly, recovering a value closer to its resting state in a few milliseconds. Figure 8.6 shows the resulting voltages across the membrane (obtained using a simulator).

When the membrane voltage reaches a certain level, it undergoes a regenerative process that generates a spike. After firing, a neuron has a refractory period, during which it isn't able to generate other spikes even if excited. The length of this period varies widely from neuron to neuron. The spiking depicted in figure 8.6 corresponds to the evolution in time of the voltage in a section of the neuron membrane. However, since this section of the membrane is connected to adjacent sections, this depolarization leads to depolarization in the adjacent sections, which causes the spike to propagate through the axon until it reaches the synaptic connections in the axon terminals. The characteristics of active membranes are such that, once an impulse is initiated, it propagates at a speed that depends only on the geometry of the axon. In fact, once the impulse is initiated, its effects are essentially independent of the waveform in the soma or in the dendritic tree where it started. It is, in a way, a digital signal, either present or absent. However, the frequency and perhaps the timing of the spikes is used to encode information transmitted between neurons.

When the spike reaches a chemical synapse that makes a connection with another neuron, it forces the release of neurotransmitter molecules from the synapse vesicles in the pre-synaptic membrane. These molecules attach to receivers in the post-synaptic membrane and change the state of ionic channels in that membrane. These changes create a variation in the ion fluxes that depolarizes (in excitatory connections) or hyperpolarizes (in inhibitory connections) the membrane of the receiving neuron. Those changes in the voltage drop across the membrane are known, respectively, as excitatory post-synaptic potentials (EPSP) and inhibitory post-synaptic poten­tials (IPSP). Chemical synapses, the most common synapses, are located in gaps between the membranes of the pre-synaptic and post-synaptic neu­rons that range from 20 to 40 nanometers.

The brain also contains electrical synapses. An electrical synapse con­tains channels that cross the membranes of the target neurons and allow ions to flow from the synapse to the next neuron, thereby transmitting the signal. When the membrane potential of the pre-synaptic neuron changes, ions may move through these channels and transmit the signal. Electrical synapses conduct nerve impulses faster than chemical synapses, but they do not provide electrical gain. For that reason, the signal in the post-synaptic neuron is an attenuated version of the signal in the originat­ing neuron.

Our current knowledge of the detailed workings of the neuron mem­brane enables us to simulate, with great accuracy, the behavior of single neurons or of networks of neurons. Such simulation requires detailed infor­mation about the structure and electrical properties of each neuron and about how the neurons are interconnected, including the specific charac­teristics of each synapse. A number of projects (including some described in the next chapter, such as the Allen Brain Atlas) aim at developing accurate models for neurons in complex brains. This is done by choosing specific neurons and measuring, in great detail, their electrical response to a num­ber of different stimuli. These stimuli are injected into the neuron using very thin electrical probes. The responses obtained can then be used to create and tune very precise electrical models of neurons.

Neurons of more complex organisms are much smaller and more diverse than the neurons Hodgkin and Huxley studied, and are interconnected in a very complex network with many billions of neurons and many trillions of synapses. Understanding the detailed organization of this complex net­work (perhaps the most complex task ever undertaken) could lead to funda­mental changes in medicine, in technology, and in society. This objective is being pursued in many, many ways.

The Brain's Structure and Organization

A modern human brain has nearly 100 billion neurons, each of them making connections, through synapses, with many other neurons. The total number of synapses in a human brain is estimated to be between 1014 and 10l3, which gives an average number of synapses per neuron between 1,000 and 10,000. Some neurons, however, have much more than 10,000 synapses.

Neuroanatomy has enabled us to identify the general functions and characteristics of many different areas of the brain. The different character­istics of gray matter (composed mainly of neuron bodies) and white matter (composed mainly of neuron axons) have been known for centuries. Some parts of the brain (including the cortex) are composed mostly of gray mat­ter; others (including the corpus callosum, a structure that interconnects the two hemispheres) are composed mostly of white matter. However, exactly how the brain's various areas work remains largely a mystery, although some areas are better understood than others. The brain is usu­ally considered to be divided into three main parts: the forebrain, the mid­brain, and the hindbrain, each of them subdivided in a number of areas. Each area has been associated with a number of functions involved in the behavior of the body.

The cerebrum (a part of the forebrain) is the largest part of the human brain, and is commonly associated with higher brain functions, including memory, problem solving, thinking, and feeling. It also controls move­ment. In general, the closer an area is to the sensory inputs, the better it is understood. The cortex, the largest part of the cerebrum, is of special inter­est, because it is involved in higher reasoning and in the functions we associate with cognition and intelligence. It is believed to be more flexible and adjustable than the more primitive parts of the brain. The cortex is a layer of neural tissue, between 2 and 4 millimeters thick, that covers most of the brain. The cortex is folded in order to increase the amount of cortex surface area that can fit into the volume available within the skull. The
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A diagram of the Brodmann areas reprinted from Ranson and Saunders 1920. (a) Lateral surface, (b) Medial surface.

The anatomist Korbinian Brodmann defined and numbered brain cortex areas mostly on the basis of the cellular composition of the tissues observed with a microscope. (See Brodmann 1909.) On the basis of his systematic analysis of the microscopic features of the cortex of humans and several other species, Brodmann mapped the cortex into 52 areas. (See figure 8.7.) The results Brodmann published in 1909 remain in use today as a general map of the cortex.

Brodmann's map of the human cortex remains the most widely known and frequently cited, although many other studies have proposed alterna­tive and mode detailed maps. Brodmann's map has been discussed, debated, and refined for more than a hundred years. Many of the 52 areas Brodmann defined on the basis of their neuronal organization have since been found to be closely related to various cortical functions. For example, areas 1-3 are the primary somatosensory cortex, areas 41 and 42 correspond closely to primary auditory cortex, and area 17 is the primary visual cortex. Some Brodmann areas exist only in non-human primates. The terminology of Brodmann areas has been used extensively in studies of the brain employ­ing many different technologies, including electrode implantation and various imaging methods.

Studies based on imaging technologies have shown that different areas of the brain become active when the brain executes specific tasks. Detailed "atlases" of the brain based on the results of these studies (Mazziotta et al. 2001; Heckemann et al. 2006) can be used to understand how functions are distributed in the brain. In general, a particular area may be active when the brain executes a number of different tasks, including sensory processing, language usage or muscle control.

A particularly well-researched area is the visual cortex. Area 17 has been studied so extensively that it provides us with a good illustration of how the brain works. The primary visual area (VI) of the cerebral cortex, which in primates coincides with Brodmann area 17, performs the first stage of cortical processing of visual information. It is involved in early visual pro­cessing, in the detection of patterns, in the perception of contours, in the tracking of motion, and in many other functions. Extensive research per­formed in this area has given us a reasonably good understanding of the way it operates: It processes information received from the retina and transforms the information into high-level features, such as edges, con­tours and line movement. Its output is then fed to downstream visual areas V2 and V3.

The detailed workings of the retina (an extremely complex system in itself) have been studied extensively, and the flow of signals from the ret­ina to the visual cortex is reasonably well understood. In the retina, recep­tors (cones and rods) detect incoming photons and perform signal processing, the main purpose of which is to detect center-surround fea­tures (a dark center in a light surround, or the opposite). Retinal ganglion cells, sensitive to these center-surround features, send nervous impulses through the optic nerve into the lateral geniculate nucleus (LGN), a small, ovoid part of the brain that is, in effect, a relay center. The LGN performs some transformations and does some signal processing on these inputs to obtain three-dimensional information. The LGN then sends the processed signals to the visual cortex and perhaps to other cortical areas, as illus­trated in figure 8.8.

Electrode recording from the cortex of living mammals, pioneered by David Hubei and Torsten Wiesel (1962,1968), has enabled us to understand how cells in the primary visual cortex process the information coming from the lateral geniculate nucleus. Studies have shown that the primary visual cortex consists mainly of cells responsive to simple and complex features in
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Figure 8.8

Neural pathways involved in the first phases of image processing by the brain.

The groundbreaking work of Hubei and Wiesel, described beautifully in Hubei's 1988 book Eye, Brain, and Vision, advanced our understanding of the way we perceive the world by extracting relevant features from the images obtained by the retina. These features get more and more complex as the signals go deeper and deeper into the visual system. For example, ocular dominance columns—groups of cells in the visual cortex—respond to visual stimuli received from one eye or the other. Ocular dominance col­umns are groups of neurons, organized in stripes in the visual cortex, that respond preferentially to input from either the left eye or the right eye. The columns, laid out in striped patterns across the surface of the primary visual cortex, span multiple cortical layers and detect different features. The par­ticular features detected vary across the surface of the cortex, continuously, in complex patterns called orientation columns. Simple cells, as they are known, detect the presence of a line in a particular part of the retina— either a dark line surrounded by lighter areas or the opposite, a light line surrounded by darker areas. Complex cells perform the next steps in the analysis. They respond to a properly oriented line that sweeps across the receptive field, unlike simple cells that respond only to a stationary line critically positioned in one particular area of their receptive field. Complex cells in the cortex exhibiting many different functions have been found. Some respond more strongly when longer edges move across their receptive field, others are sensitive to line endings, and others are sensitive to differ­ent combinations of signals coming from simple cells.

The architecture of the primary visual cortex derived from the experi­ments mentioned above and from other experiments has given us a rea­sonably good understanding of the way signals flow in this area of the brain. Incoming neurons from the lateral geniculate nucleus enter mainly in layer 4 of the cortex, relaying information to cells with center-surround receptive fields and to simple cells. Layers 2, 3, 5, and 6 consist mainly of complex cells that receive signals from simple cells in the different sub-layers of layer 4.

The workings of other areas are not yet understood as well as the work­ings of area VI. Despite the extensive brain research that has taken place in recent decades, only fairly general knowledge of the roles of most of the brain's areas and of how they operate has been obtained so far. Among the impediments to a more detailed understanding are the complexity of the areas further downstream in the signal-processing pipeline, the lack of a principled approach to explaining how the brain works, and the limita­tions of the mechanisms currently available to obtain information about the detailed behavior of brain cells.

We know, however, that it is not correct to view the brain as a system that simply processes sensory inputs and converts them into actions (Sporns 2011). Even when not processing inputs, the brain exhibits spontaneous activity, generating what are usually called brain waves. These waves, which occur even during resting states, have different names, depending on the

frequency of the electromagnetic signals they generate: alpha (frequencies in the range 8-13 Hz), beta (13-35 Hz), gamma (35-100 Hz), theta (3-8 Hz), and delta (0.5-3 Hz). The ranges are indicative and not uniquely defined, but different brain waves have been associated with different types of brain

states, such as deep sleep, meditation, and conscious thought. But despite ,

extensive research on the roles of spontaneous neural activity and of the resulting brain waves, we still know very little about the roles this activity plays (Raichle 2009). What we know is that complex patterns of neural activity are constantly active in the brain, even during deep sleep, and that they play important but mostly unknown roles in cognition. These patterns of activity result from the oscillations of large groups of neurons, intercon­nected into complex feedback loops, at many different scales, which range from neighboring neuron connections to long-range interconnections between distant areas of the brain.

A complete understanding of the function and the behavior of each part ■■

of the brain and of each group of neurons will probably remain outside the range of the possible for many years. Each individual brain is different, and it is likely that only general rules about the brain's organization and its :

functioning will be common to different brains. At present, trying to under­stand the general mechanisms brains use to organize themselves is an important objective for brain sciences, even in the absence of a better understanding of the detailed functions of different areas of the brain. j

Brain Development

When we speak of understanding the brain, we must keep in mind that a complete understanding of the detailed workings of a particular brain will probably never be within the reach of a single human mind. In the same £

way, no human mind can have a complete understanding of the detailed !

workings of a present-day computer, bit by bit. However, as our knowledge advances, it may become possible to obtain a clear understanding of the i general mechanisms used by brains to organize themselves and to become what they are, in the same way that we have a general understanding of the architecture and mechanisms used by computers.

This parallel between understanding the brain and understanding a computer is useful. Even though no one can keep in mind the detailed behavior of a present-day computer, humans have designed computers,

and therefore it is fair to say that humans understand computers. Human understanding of computers doesn't correspond to detailed knowledge, on the part of any individual or any group, of the voltage and current in each single transistor. However, humans understand the general principles used to design a computer, the way each part is interconnected with other parts, the behavior of each different part, and how these parts, working together, perform the tasks they were designed to perform. With the brain, things are much more complex. Even though there are general principles governing the brain's organization, most of them are not yet well under­stood. However, we know enough to believe that the brain's structure and organization result from a combination of genetic encoding and brain plasticity.

It is obvious that genetic encoding specifies how the human brain is constructed of cells built from proteins, metabolites, water, and other con­stituents. Many genes in the human genome encode various properties of the cells in the human brain and (very, very indirectly) the structure of the human brain. However, the genetic information doesn't specify the details of each particular neuron and each particular connection between neurons. The genetic makeup of each organism controls the way brain cells are cre­ated and duplicated, and controls the large-scale architecture of the brain, as well as the architecture of the other components of the body. However, in humans and other higher organisms the genetic makeup doesn't control the specific connections neurons make with one another, nor does it con­trol the activity patterns that characterize the brain's operation.

Extensive studies on brain development in model organisms and in humans are aimed at increasing our understanding of the cellular and molecular mechanisms that control the way nervous systems are created during embryonic development. Researchers working in developmental biology have used different model organisms, including the ones referred to in chapter 7, to study how brains develop and self-organize. They have found that, through chemical gradients and other mechanisms, genetic information directs the neurons to grow their axons from one area of the brain to other areas. However, the detailed pattern of connections that is established between neurons is too complex to be encoded uniquely by the genes, and too dynamic to be statically defined by genetic factors. What is encoded in the genome is a set of recipes for how to make neurons, how to control the division of neuron cells and the subsequent multiplication of neurons, how to direct the extension of the neuron axons and dendritic trees, and how to control the establishment of connections with other neurons.

Current research aims at understanding the developmental processes that control, among other things, the creation and differentiation of neu­rons, the migration of new neurons from their birthplace to their final posi­tions, the growth and guidance of axon cones, the creation of synapses between these axons and their post-synaptic partners, and the pruning of many branches that takes place later. Many of these processes are controlled in a general way by the genetic makeup of the organism and are indepen­dent of the specific activities of particular neuron cells.

The formation of the human brain begins with the neural tube. It forms, during the third week of gestation, from the neural progenitor cells located in a structure called the neural plate (Stiles and Jemigan 2010). By the end of the eighth week of gestation, a number of brain regions have been formed and different patterns of brain tissue begin to appear.

The billions of neurons that constitute a human brain result from the reproduction of neural progenitor cells, which divide to form new cells. Neurons are mature cells and do not divide further to give origin to other neurons. Neural progenitor cells, however, can divide many times to gener­ate two identical neural progenitor cells capable of further division. These cells then produce either neurons or glial cells, according to the biochemi­cal and genetic regulation signals they receive. Glial cells (also called glia or neuroglia) are non-neuronal cells that maintain the chemical equilibrium in the brain and provide physical support for neurons. They are also involved in the generation of myelin (an insulator that surrounds some axons, increasing their transmission speed and avoiding signal loss).

In humans, the generation of new neurons in the cortex is complete around the sixteenth week of gestation (Clancy, Darlington, and Finlay 2001). After they are generated, neurons differentiate into different types. Neuron production is located mainly in an area that will later become the ventricular zone. The neurons produced in that region migrate into the developing neocortex and into other areas. The various mechanisms used by neurons to migrate have been studied extensively, but the process is extremely complex and is only partially understood (Kasthuri et al. 2015; Edmondson and Hatten 1987).

Once a neuron has reached its target region, it develops axons and den­drites in order to establish connections with other neurons. Neurons create dense arbors of dendrites in their immediate vicinity, and extend their axons by extending the axons' growth cones, guided by chemical gradients that direct the growth cones toward their intended targets. The fact that some of the molecules used to guide the growth of axons are attractive and others are repulsive results in a complex set of orientation clues perceived by the growth cones. Once the axons reach their target zone, they establish synapses with dendritic trees in the area.

A significant fraction of the neurons that develop during this process and a significant fraction of the connections they establish disappear in the next stages (pre-natal and post-natal) of the brain's development. A significant fraction of the neurons die. Even in those that don't die, many connections are pruned and removed. Initial connection patterns in the developing brain involve many more synapses than the ones that remain after the brain reaches its more stable state, in late childhood. Overall, the total number of established synapses may be cut by half relatively to the peak value it reached in early childhood.

The processes of neuron migration, growth-cone extension, and pruning are controlled, in large part, by genetic and biochemical factors. However, this information isn't sufficient to encode the patterns in a fully formed brain. Brain plasticity also plays a very significant role. The detailed pattern of connections in a fully formed brain results in large part from activity-dependent mechanisms in which the detailed activity patterns of the neurons, resulting from sensory experience and from spontaneous neu­ron activation, control the formation of new synapses and the pruning of existing ones.

Plasticity, Learning, and Memory

The human brain is plastic (that is, able to change) not only during its development but throughout a person's life. Plasticity is what gives a nor­mal brain the ability to learn and to modify its behavior as new experiences occur. Though plasticity is strongest during childhood, it remains a funda­mental and significant property of the brain throughout a person's life.

The brain's plasticity comes into play every time we see or hear some­thing new, every time we make a new memory, and every time we think.

create memories, there is significant evidence that long-term memories are stored in the connection patterns of the brain. Short-term memories are likely to be related to specific patterns of activity in the brain, but those patterns are also related to changes (perhaps short-lived changes) in con­nectivity patterns, which means that brain plasticity is active every second of our lives.

The connections between the neurons are dynamic, and they change as a consequence of synaptic plasticity. Synaptic plasticity is responsible not only for the refinement of newly established neural circuits in early infancy, but also for the imprinting of memories later in life and for almost all the mechanisms that are related to learning and adaptability. The general prin­ciples and rules that control the plasticity of synapses (and, therefore, of the brain) are only partially understood.

Santiago Ramon y Cajal was probably the first to suggest that there was a learning mechanism that didn't require the creation of new neurons. In his 1894 Croonian Lecture to the Royal Society, he proposed that memories might be formed by changing the strengths of the connections between existing neurons.

Donald Hebb, in 1949, followed up on Ramon y Cajal's ideas and proposed that neurons might grow new synapses or undergo metabolic changes that enhance their ability to exchange information. He proposed two simple principles, which have hence been found to be present in many cases. The first states that the repeated and simultaneous activation of two neurons leads to a reinforcement of connections between them. The second states that, if two neurons are repeatedly active sequentially, then the connections from the first to the second become strengthened (Hebb 1949). This reinforcement of the connections between two neurons that fire in a correlated way came to be known as Hebb's Rule. Hebb's original proposal was presented as follows in his 1949 book The Organiza­tion of Behavior:

Let us assume that the persistence or repetition of a reverberatory activity (or "trace") tends to induce lasting cellular changes that add to its stability.... When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.

Today these principles are often rephrased to mean that changes in the efficacy of synaptic transmission result from correlations in the firing activ­ity of pre-synaptic and post-synaptic neurons, leading to the well-known statement "Neurons that fire together wire together." The fact that this for­mulation is more general than Hebb's original mle implies that a neuron that contributes to the firing of another neuron has to be active slightly before the other neuron. This idea of correlation-based learning, now gen­erally called Hebbian learning, probably plays a significant role in the plastic­ity of synapses.

Hubei and Wiesel studied the self-organization of the visual cortex by performing experiments with cats and other mammals that were deprived of vision in one eye before the circuits in the visual cortex had had time to develop (Hubei and Wiesel 1962,1968; Hubei 1988). In cats deprived of the use of one eye, the columns in the primary visual cortex rearranged them­selves to take over the areas that normally would have received input from the deprived eye. Their results showed that the development of cortical structures that process images (e.g., simple cells and complex cells) depends on visual input. Other experiments performed with more specific forms of visual deprivation confirmed those findings. In one such experiment, rais­ing cats from birth with one eye able to view only horizontal lines and the other eye able to view only vertical lines led to a corresponding arrange­ment of the ocular dominance columns in the visual cortex (Hirsch and Spinelli 1970; Blakemore and Cooper 1970). The receptive fields of cells in the visual cortex were oriented horizontally or vertically depending on which eye they were sensitive to, and no cells sensitive to oblique lines were found. Thus, there is conclusive evidence that the complex arrange­ments found in the visual cortex are attributable in large part to activity- dependent plasticity that, in the case of the aforementioned experiment, is active only during early infancy. Many other results concerning the visual cortex and areas of the cortex dedicated to other senses have confirmed Hubei and Wiesel's discoveries. However, the mechanisms that underlie this plasticity are still poorly understood and remain subjects of research.

A number of different phenomena are believed to support synaptic plasticity. Long-term potentiation (LTP), the most prominent of those phe­nomena, has been studied extensively and is closely related to Hebb's Rule. The term LTP refers to a long-term increase in the strength of synapses in response to specific patterns of activity that involved the pre-synaptic and post-synaptic neurons. The opposite of LTP is called long-term depression (LTD). LTP, discovered in the rabbit hippocampus by Terje Lomo (1966), is believed to be among the cellular mechanisms that underlie learning and memory (Bliss and Collingridge 1993; Bliss and Lomo 1973).

Long-term potentiation occurs in a number of brain tissues when the adequate stimuli are present, but it has been most studied in the hippocam­pus of many mammals, including humans (Cooke and Bliss 2006). LTP is expressed as a persistent increase in the neural response in a pathway when neural stimuli with the right properties and appropriate strength and dura­tion are present. It has been shown that the existence of LTP and the cre­ation of memories are correlated, and that chemical changes which block LTP also block the creation of memories. This result provides convincing evidence that long-term potentiation is at least one of the mechanisms, if not the most important one, involved in the implantation of long-term memories.

Another phenomenon that may play a significant role in synaptic plas­ticity is called neural back-propagation. Despite its name, the phenomenon is only vaguely related to the back-propagation algorithm that was men­tioned in chapter 5. In neural back-propagation, the action potential that (in most cases) originates at the base of the axon also creates an action potential that goes back, although with decreased intensity, into the den­dritic arbor (Stuart et al. 1997). Some researchers believe that this simple process can be used in a manner similar to the back-propagation algorithm, used in multi-layer perceptions, to back-propagate an error signal; however, not enough evidence of that mechanism has been uncovered so far.

Synaptic plasticity is not the only mechanism underlying brain plastic­ity. Although creation, reinforcement, and destruction of synapses are probably the most important mechanisms that lead to brain plasticity, other mechanisms are also likely to be involved. Adult nerve cells do not reproduce, and therefore no new neurons are created in adults (except in the hippocampus, where some stem cells can divide to generate new neu­rons). Since, in general, there is no creation of new nerve cells, brain plastic­ity isn't likely to happen through the most obvious mechanism, the creation of new neurons. However, mechanisms whereby existing neurons migrate or grow new extensions (axons or dendritic trees) have been discovered, and they may account for a significant amount of adults' brain plasticity.

Further research on the mechanisms involved in brain plasticity and on the mechanisms involved in the brain's development will eventually lead to a much clearer understanding of how the brain organizes itself. Under­standing the principles behind the brain's development implies the cre­ation and simulation of much better models for the activity-independent mechanisms that genes use to control the brain's formation and the activ­ity-dependent mechanisms that give it plasticity.

To get a better grasp of the current status of brain science, it is interesting to look at the projects under way in this area and at the technologies used to look deep inside the brain. Those are the topics of the next chapter.
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For many reasons, understanding the mechanisms that underlie the devel­opment and the plasticity phenomena of the human brain would be of enormous value. From a medical standpoint, the understanding of these mechanisms would lead to ways to prevent degenerative brain disorders, to extend life, and to increase the length of time people live in full possession of their mental abilities. By themselves, those objectives would justify the enormous effort now under way to understand in detail how the brain operates. However, such an understanding would also be valuable from an engineering standpoint, because deep knowledge of the mechanisms by which the brain operates would also give us the tools necessary to recreate the same behaviors in a computer.

To advance our understanding of the brain, we need to obtain exten­sive and detailed information about its internal organization and about how its activation patterns encode thoughts. Advances in instrumentation technology have given us many ways to observe a living brain. The objec­tive is to improve our knowledge of the structures and mechanisms involved in the creation and operation of a brain without disturbing its behavior. Techniques that involve the destmction of the brain can provide much finer complementary information about neuron structure and connectivity.

A number of very large research projects and a multitude of smaller ones aim at obtaining information about brain structure and behavior that can be used to reveal how brains work, but also to understand a number of other important things.

In the United States, the multi-million-dollar Human Connectome Project (HCP) aims to provide an extensive compilation of neural data and a graphic user interface for navigating through the data. The objective is

to obtain new knowledge about the living human brain by building a "network map" that will provide information on the anatomical and func­tional connectivity within a human brain and to use this knowledge to advance our understanding of neurological disorders. Another major project, the Open Connectome Project, aims at creating publicly available connectome data from many organisms.

Also in the United States, the Brain Research through Advancing Innova­tive Neurotechnologies (BRAIN) initiative, also known as the Brain Activity Map Project, is a multi-billion-dollar research initiative announced in 2013, with the goal of mapping the activity of every neuron in the human brain. The idea is that, by accelerating the development and application of new technologies, it will be possible to obtain a new dynamic view of the brain that will show, for the first time, how individual cells and complex neural circuits interact.

In Europe, the Human Brain Project (HBP) is a ten-year project, with a budget of more than a billion euros, financed largely by the European Union. Established in 2013, it is coordinated by the Ecole Polytechnique Federate de Lausanne, the same university that coordinated the Blue Brain Project, a project that obtained some of the most significant research results to date in brain simulation. The Human Brain Project aims to achieve a uni­fied, multi-level, understanding of the human brain by integrating data about healthy and diseased brains. The project focuses on the data that will have to be acquired, stored, organized, and mined in order to identify rel­evant features in the brain. One of its main objectives is the development of novel neuromorphic and neuro-robotic technologies based on the brain's circuitry and computing principles.

In Japan, Brain/MINDS (Brain Mapping by Integrated Neurotechnolo­gies for Disease Studies) is a multi-million-dollar project, launched in 2014, that focuses on using non-human primate brains to obtain a better under­standing of the workings of the human brain. As is also true of the other projects, one of the principal aims of Brain/MINDS is to elucidate the mech­anisms involved in brain disorders. The idea is to use the marmoset, a small primate, as a model to study cognition and neural mechanisms that lead to brain disorders. (Simpler model organisms, such as the mouse, may be too far away evolutionarily from humans to provide adequate platforms to study the human brain. Using marmosets may help circumvent this limitation.)

The Allen Institute for Brain Science is a nonprofit private research orga­nization that conducts a number of projects aimed at understanding how the human brain works. The Allen Human Brain Atlas (Hawrylycz et al. 2012), now under development, is a highly comprehensive information system that integrates data collected by means of live brain imaging, tissue microscopy, and DNA sequencing to document many different pieces of information about the brain of mice, non-humans primates, and humans. The information made available includes where in the brain certain genes are active, brain connectivity data, and data about the morphology and behavior of specific neuron cells.

Looking Inside

The above-mentioned projects, and many other projects that address similar matters, use various technologies to derive detailed information about the brains of humans, primates, and other model organisms. Com­mon to many of these projects are the techniques used to obtain informa­tion about brain structures and even, in some cases, about neuron-level connectivity.

In this section we will consider imaging methods that can be used, in non-invasive ways, to obtain information about working brains in order to observe their behavior. Such methods are known as neuroimaging. When the objective is to obtain detailed information about the three-dimensional structure and composition of brain tissues, it is useful to view the brain as divided into a large number of voxels. A voxel is the three-dimensional equivalent of a pixel in a two-dimensional image. More precisely, a voxel is a three-dimensional rectangular cuboid that corresponds to the fundamen­tal element of a volume, with the cuboid dimensions imposed by the imag­ing technology. Cuboid edge sizes range from just a few nanometers to a centimeter or more, depending on the technology and the application. Smaller voxels contain fewer neurons on average, and correspond to lower levels of neuronal activity. Therefore, the smaller the voxels, the harder it is to obtain accurate information about their characteristics using imaging techniques that look at the levels of electrical or chemical activity. Smaller voxels also take longer to scan, since scanning time, in many technologies, increases with the number of voxels. With existing technologies, a voxel used in the imaging of live brains will typically contain a few million neurons and a few billion synapses, the actual number depending on the voxel size and the region of the brain being imaged. Voxels are usually arranged in planes, or slices, which are juxtaposed to obtain complete three-dimensional information about the brain. Many of the techniques used to image the brain are also used to image other parts of the body, although some are specifically tuned to the particular characteristics of brain tissue.

Neuroimaging uses many different physical principles to obtain detailed information about the structure and behavior of the brain. Neuroimaging can be broken into two large classes: structural imaging (which obtains information about the structure of the brain, including information about diseases that manifest themselves by altering the structure) and functional imaging (which obtains information about brain function, including infor­mation that can be used to diagnose diseases affecting function, perhaps without affecting large stmctures).

Among the technologies that have been used in neuroimaging (Crosson et al. 2010) are computed tomography (CT), near-infrared spectroscopy (NIRS), positron-emission tomography (PET), a number of variants of magnetic-resonance imaging (MRI), electroencephalography (EEG), mag­netoencephalography (MEG), and event-related optical signal (EROS).

Computed tomography (Hounsfield 1973), first used by Godfrey Hounsfield in 1971 at Atkinson Morley's Hospital in London, is an imaging technique that uses computer-processed x-ray images to produce tomo­graphic images which are virtual slices of tissues that, stacked on top of each other, compose a three-dimensional image. X rays with frequencies between 30 petahertz (3 x 1016 Hz) and 30 exahertz (3 x 1019 Hz) are widely used to image the insides of objects, since they penetrate deeply in animal tissues but are attenuated to different degrees by different materials.

Tomographic images enable researchers to see inside the brain (and other tissues) without cutting. Computer algorithms process the received x-ray images and generate a three-dimensional image of the inside of the organ from a series of two-dimensional images obtained by sensors placed outside the body. Usually the images are taken around a single axis of rota­tion; hence the term computed axial tomography (CAT). Computed tomogra­phy data can be manipulated by a computer in order to highlight the different degrees of attenuation of an x-ray beam caused by various body tissues. CT scans may be done with or without the use of a contrast agent (a substance that, when injected into the organism, causes a particular organ or tissue to be seen more clearly with x rays). The use of contrast dye in CT angiography gives good visualization of the vascular structures in the blood vessels in the brain.

Whereas x-ray radiographs have resolutions comparable to those of stan­dard photographs, computed tomography only reaches a spatial resolution on the order of a fraction of a millimeter (Hsieh 2009). A CT scan takes only a few seconds but exposes the subject to potentially damaging ionizing radiation. Therefore, CT scans are not commonly used to study brain behavior, although they have provided important information about brain macro-structures. CT scans are used mostly to determine changes in brain structures that occur independently of the level of activity.

Because the characteristics of the tissue change slightly when the neurons are firing, it is possible to visualize brain activity using imaging techniques. One of the most significant effects is the change in blood flow. When a specific area of the brain is activated, the blood volume in the area changes quickly. A number of imaging techniques, including NIRS, PET, and MRI, use changes in blood volume to detect brain activity. The fact that water, oxygenated hemoglobin, and deoxygenated hemoglobin absorb vis­ible and near-infrared light can also be used to obtain information about the location of neuronal activity.

Blood oxygenation varies with levels of neural activity because taking neurons back to their original polarized state after they have become active and fired requires pumping ions back and forth across the neuronal cell membranes, which consumes chemical energy. The energy required to activate the ion pumps is produced mainly from glucose carried by the blood. More blood flow is necessary to transport more glucose, also bring­ing in more oxygen in the form of oxygenated hemoglobin molecules in red blood cells. The blood-flow increase happens within 2-3 millimeters of the active neurons. Usually the amount of oxygen brought in exceeds the amount of oxygen consumed in burning glucose, which causes a net decrease in deoxygenated hemoglobin in that area of a brain. Although one might expect blood oxygenation to decrease with activation, the dynamics are a bit more complex than that. There is indeed a momentary decrease in blood oxygenation immediately after neural activity increases, but it is fol­lowed by a period during which the blood flow increases, overcompensat­ing for the increased demand, and blood oxygenation actually increases after neuronal activation. That phenomenon, first reported by Seiji Ogawa, is known as the blood-oxygenation-level-dependent (BOLD) effect. It changes the properties of the blood near the firing neurons. Because it provides information about the level of blood flow in different regions of the brain, it can be used to detect and monitor brain activity (Ogawa et al. 1990). The magnitude of the BOLD signal peaks after a few seconds and then falls back to a base level. There is evidence that the BOLD signal is more closely related to the input than to the output activity of the neurons in the region (Raichle and Mintun 2006). In parts of the cortex where the axons are short and their ends are near the neuron bodies, it makes no difference whether the BOLD signal is correlated with the input or with the output of the neurons, since the voxels are not small enough to distinguish between the different parts of the neuron. In other areas of the brain, where the axons are longer, the difference between input and output activity can be significant.

Obtaining accurate measures of the level of the BOLD signal is difficult, since the signal is weak and can be corrupted by noise from many sources. In practice, sophisticated statistical procedures are required to recover the underlying signal. The resulting information about brain activation can be viewed graphically by color coding the levels of activity in the whole brain or in the specific region being studied. By monitoring the BOLD signal, it is possible to localize activity to within millimeters with a time resolution of a few seconds. Alternative technologies that can improve both spatial reso­lution and time resolution through the use of biomarkers other than the BOLD signal are under development, but they have other limitations. Therefore, the majority of techniques used today use the BOLD signal as a proxy for brain activity.

Near-infrared spectroscopy (NIRS) is a technique based on the use of standard electromagnetic radiation that uses a different part of the spec­trum than CT techniques use: the range from 100 to 400 terahertz (that is, from 1 x 1014 to 4 x 1014 Hz). NIRS can be used to study the brain because transmission and absorption of NIR photons by body tissues reveal infor­mation about changes in hemoglobin concentration (Villringer et al. 1993). NIRS can be used non-invasively to monitor brain function by measuring the BOLD signal because in the NIRS frequency range light may diffuse several centimeters through the tissue before it is diffused and detected nv.ac Dale, and Franceschini 2004). A NIRS measurement consists in sending photons of appropriate frequency into the human brain, sensing the diffused light, and using computer algorithms to compute the densities of substances causing the photons to diffuse.

NIRS is sensitive to the volume of tissue residing between the source of light entering the tissue and the detector receiving the light that diffuses out of the tissue. Since NIR light penetrates only a few centimeters into the human brain before being diffused, the source and the detector are typi­cally placed on the scalp, separated by a few centimeters. The resulting signal can be used to image mainly the most superficial cortex. NIRS is a non-invasive technique that can be used to measure hemodynamic signals with a temporal resolution of 100 Hz or better, although it is always limited by the slow response of the BOLD effect. Functional NIR imaging (fNIR) has several advantages in cost and portability over MRI and other techniques, but it can't be used to measure cortical activity more than a few centimeters deep in the skull, and it has poorer spatial resolution. The use of NIRS in functional mapping of the human cortex is also called diffuse optical tomography (DOT).

Positron-emission tomography (PET) is a computerized imaging tech­nique that uses the particles emitted by unstable isotopes that have been injected into the blood. The technique is based on work done by David Kuhl, Luke Chapman, and Roy Edwards in the 1950s at the University of Pennsylvania. In 1953, Gordon Brownell, Charles Burnham, and their group at Massachusetts General Hospital demonstrated the first use of the technology for medical imaging (Brownell and Sweet 1953).

PET is based on the detection of pairs of high-energy photons emitted in the decay of a positron emitted by a radioactive nucleus that has been injected into the body as part of a biologically active molecule. A positron is a sub-atomic particle with the same mass as an electron, but with posi­tive charge. It is, in fact, a piece of antimatter—an anti-electron. When emitted from a decaying radionuclide integrated in ordinary matter, a positron can travel only a very short distance before encountering an electron, an event that annihilates both particles and results in two high-energy photons (511 KeV, or kilo-electron-volts) leaving the site of annihilation and traveling in opposite directions, almost exactly 180 degrees from one another. Three-dimensional images of the concentration of the original radionuclide (the tracer) within the body are then con­structed by means of automated computer analysis.

The biologically active molecule most often chosen for use in PET is fluorodeoxyglucose (FDG), an analogue of glucose. When it is used, the concentrations of tracer imaged are correlated with tissue metabolic activ­ity, which again involves increased glucose uptake and the BOLD signal. The most common application of PET, detection of cancer tissues, works well with FDG because cancer tissues, owing to their differences in structure from non-cancerous tissues, produce visible signatures in PET images.

When FDG is used in imaging, the normal fluorine atom in each FDG molecule is replaced by an atom of the radioactive isotope fluorine-18. In the decay process, known as (3+ decay, a proton is replaced by a neutron in the nucleus, and the nucleus emits a positron and an electron neutrino. (See figure 9.1.) This isotope, I8F, has a half-life (meaning that half of the fluorine-18 atoms will have emitted one positron and decayed into stable oxygen-18 atoms) of 110 minutes.

One procedure used in neuroimaging involves injecting labeled FDG into the bloodstream and waiting about half an hour so that the FDG not used by neurons leaves the brain. The labeled FDG that remains in the brain tissues has been metabolically trapped within the tissue, and its
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**Figure 9.1**

A schematic depiction of the decay process by which a fluorine-18 nucleus leads to the production of two high-energy photons (drawing not to scale).

concentration gives an indication of the regions of the brain that were active during that time. Therefore, the distribution of FDG in brain tissue, measured by the number of observed positron decays, can be a good indica­tor of the level of glucose metabolism, a proxy for neuronal activity. How­ever, the time scales involved are not useful for studying brain activity related to changes in mental processes lasting only a few seconds.

However, the BOLD effect can be used in PET to obtain evidence of brain activity with higher temporal resolution. Other isotopes with half-lives shorter than that of FDG—among them carbon-11 (half-life 20 minutes), nitrogen-13 (half-life 10 minutes), and oxygen-15 (half-life 122 seconds) are used, integrated into a large number of different active molecules. The use of short-lived isotopes requires that a cyclotron be nearby to generate the unstable isotope so that it can be used before a significant fraction decays.

Despite the relevance of the previous techniques, the technique most commonly used today to study macro-scale brain behavior is magnetic- resonance imaging. Paul Lauterbur of the State University of New York at Stony Brook developed the theory behind MRI (Lauterbur 1973), building on previous work by Raymond Damadian and Herman Carr.

MRI is based on a physical phenomenon that happens when hydro­gen nuclei are exposed to electric and magnetic fields. Hydrogen nuclei, which are in fact protons, have an intrinsic property, called nuclear spin, that makes them behave like small magnets that align themselves parallel to an applied magnetic field. When such a field is applied, a small fraction of the nuclei of atoms of hydrogen present, mostly in water molecules, align with the applied field. They converge to that alignment after going through a decaying oscillation of a certain frequency, called the resonat­ing frequency, which depends on the intensity of the field. For a magnetic field of one tesla (T), the resonating frequency is 42 megahertz and it increases linearly with the strength of the field. Existing equipment used for human body imaging works with very strong magnetic fields (between 1.5 and 7 teslas). For comparison, the strength of the Earth's magnetic field at sea level ranges from 25 to 65 microteslas, a value smaller by a factor of about 100,000.

If one applies a radio wave of a frequency close enough to the resonating frequency of these nuclei, the alignment deviates from the applied mag­netic field, much as a compass needle would deviate from the north-south line if small pushes of the right frequency were to be applied in rapid suc­cession. When this excitation process terminates, the nuclei realign them­selves with the magnetic field, again oscillating at their specific resonating frequency. While doing this, they emit radio waves that can be detected and processed by computer and then used to create a three-dimensional image in which different types of tissues can be distinguished by their struc­ture and their water content.

In practice, it isn't possible to detect with precision the position of an atom oscillating at 42 megahertz, or some frequency of the same order, because the length of the radio waves emitted is too long. Because of phys­ical limitations, we can only detect the source of a radio wave with an uncertainty on the order of its wavelength, which is, for the radio waves we are considering here, several meters. However, by modulating the magnetic field and changing its strength with time and along the different dimen­sions of space, the oscillating frequency of the atoms can be finely con­trolled to depend on their specific positions. This modulation causes each nucleus to emit at a specific frequency that varies with its location, and also with time, in effect revealing its whereabouts to the detectors. Figure 9.2 illustrates how control of the magnetic field can be used to pinpoint the locations of oscillating hydrogen nuclei.

MRI has some limitations in terms of its space and time resolution. Because a strong enough signal must be obtained, the voxels cannot be too small. The stronger the magnetic field, the smaller the voxels can be, but even 7-tesla MRI machines cannot obtain high-quality images with voxels much smaller than about one cubic millimeter. However, as technology evolves, one can hope that this resolution will improve, enabling MRI to obtain images with significantly smaller voxels.

The physical principles underlying MRI can be used in accordance with many different protocols to obtain different sorts of information. In its simplest and most commonly used form, MRI is used to obtain static images of the brain for the purpose of diagnosing tumors or other diseases, which manifest themselves as changes in the brain's macro-structures. These changes become visible because different tissues have different MRI signa­tures. Figure 9.3 shows the images of three slices of one brain. Image a cor­responds to a slice near the top of the skull, with the cortex folds clearly visible. Image b shows some additional cortex folds; also visible are the lateral ventricles, where cerebrospinal fluid is produced, and the corpus
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Figure 9.2

An illustration of how protons, oscillating at frequencies that depend on the strength of the magnetic field, make it possible to determine the precise locations of hydrogen atoms.

callosum, the largest white matter structure in the brain. Image c shows z clearly abnormal structure (a benign brain tumor) on the right side of the image, near the center.

MRI techniques can also be used to obtain additional information aboui brain behavior and structure. Two important techniques are functional MR. and diffusion MRI.

In recent decades, functional MRI (fMRI) has been extensively used ir brain research. Functional MRI was first proposed in 1991 by Jack Belliveau
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**Figure 9.3**

Images of brain slices obtained with magnetic-resonance imaging.

who was working at the Athinoula A. Martinos Center, in Boston. (See Bel- liveau et al. 1991.) Belliveau used a contrast agent injected in the blood­stream to obtain a signal that could be correlated with the levels of brain activity in particular areas. In 1992, Kenneth Kwong (Martinos Center), Seiji Ogawa (AT&T Bell Laboratories), and Peter Bandettini (Medical College of Wisconsin) reported that the BOLD signal could be used directly in fMRI as a proxy for brain activity.

The BOLD effect can be used in fMRI because the difference in the magnetic properties of oxygen-rich and oxygen-poor hemoglobin leads to differences in the magnetic-resonance signals of oxygenated and deoxy- genated blood. The magnetic resonance is stronger where blood is more highly oxygenated and weaker where it is not. The time scales involved in the BOLD effect largely define the temporal resolution. For fMRI, the hemodynamic response lasts more than 10 seconds, rising rapidly, peaking at 4 to 6 seconds, and then falling exponentially fast. The signal detected by fMRI lags the neuronal events triggering it by a second or two, because it takes that long for the vascular system to respond to the neuron's need for glucose.

The time resolution of fMRI is sufficient for studying a number of brain processes. Neuronal activities take anywhere from 100 milliseconds to a few seconds. Higher reasoning activities, such as reading or talking, may take

anywhere from a few seconds to many minutes. With a time resolution of a few seconds, most fMRI experiments study brain processes lasting from a few seconds to minutes, but because of the need for repetition, required to improve the signal-to-noise ratio, the experiments may last anywhere from a significant fraction of an hour to several hours,.

Diffusion MRI (dMRI) is another method that produces magnetic- resonance images of the structure of biological tissues. In this case, the images represent the local characteristics of molecular diffusion, generally of molecules of water (Hagmann et al. 2006). Diffusion MRI was first pro­posed, by Denis Le Bihan, in 1985. The technique is based on the fact that MRI can be made sensitive to the motion of molecules, so that it can be used to show contrast related to the structure of the tissues at micro­scopic level (Le Bihan and Breton 1985). Two specific techniques used in dMRI are diffusion weighted imaging (DWI) and diffusion tensor imaging (DTI).

Diffusion weighted imaging obtains images whose intensity correlates with the random Brownian motion of water molecules within a voxel of tissue. Although the relationship between tissue anatomy and diffusion is complex, denser cellular tissues tend to exhibit lower diffusion coefficients, and thus DWI can be used to detect certain types of tumors and other tissue malformations.

Tissue organization at the cellular level also affects molecule diffusion. The structural organization of the white matter of the brain (composed mainly of glial cells and of myelinated axons, which transmit signals from one region of the brain to another) can be studied in some detail by means of diffusion MRI because diffusion of water molecules takes places preferen­tially in some directions. Bundles of axons make the water diffuse preferen­tially in a direction parallel to the direction of the fibers.

Diffusion tensor imaging uses the restricted directions of diffusion of water in neural tissue to produce images of neural tracts. In DTI, to each voxel corresponds one ellipsoid, whose dimensions give the intensity and the directions of the diffusion in the voxel. The ellipsoid can be character­ized by a matrix (a tensor). The directional information at each voxel can be used to identify neural tracts. By a process called tractography, DTI data can be used to represent neural tracts graphically. By color coding individ­ual tracts, it is possible to obtain beautiful and highly informative images of the most important connections between brain regions.

Tractography is used to obtain large-scale, low-resolution information about the connection patterns of the human brain. Figure 9.4 shows an image obtained by means of diffusion tensor imaging of the mid-sagittal plane, the plane that divides the brain into a left and a right side. The axon fibers connecting different regions of the brain, including the fibers in the corpus callosum connecting the two hemispheres and crossing the mid- sagittal plane, are clearly visible.

Electroencephalography (EEG) and magnetoencephalography (MEG) are two techniques that obtain information about brain behavior from physi­cal principles different from the methods discussed above. Both EEG and MEG measure the activity level of neurons directly by looking how that activity affects electromagnetic fields.
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**Figure 9.4**

DTI reconstruction of tracts of brain fiber that run through the mid-sagittal plane.

When large groups of neurons fire in a coordinated way, they generate electric and magnetic fields that can be detected. The phenomenon, discovered in animals, was first reported by Richard Caton, a Liverpool physician (Caton 1875). In 1924, Hans Berger, inventor of the technique now known as EEG, recorded the first human electroencephalogram. (See Berger 1929.)

EEG works by recording the brain's electrical activity over some period of time from multiple electrodes, generally placed on the scalp. The electric potential generated by the activity of an individual neuron is far too small to be picked up by the electrodes. EEG activity, therefore, reflects the con­tribution of the correlated activity of many neurons with related behavior and similar spatial orientation. Pyramidal neurons in the cortex produce the largest part of a scalp-recorded EEG signal because they are well aligned and because they fire in a highly correlated way. Because electric fields fall off with the square of the distance, activity from deeper structures in the brain is more difficult to detect.

The most common analyses performed on EEG signals are related to clinical detection of dysfunctional behaviors of the brain, which become visible in EEG signals as abnormal patterns. However, EEG is also used in brain research. Its spatial resolution is very poor, since the origin of the signals can't be located more precisely than within a few centimeters. How­ever, its time resolution is very good (on the order of milliseconds). EEG is sometimes used in combination with another imaging technique, such as MRI or PET.

In a related procedure known as electrocorticography (ECoG) or intra­cranial EEG (iEEG), electrodes are placed directly on the exposed surface of the brain to record electrical activity from the cerebral cortex. Since it requires removing a part of the skull to expose the brain's surface, ECoG is not widely used in fundamental brain research with healthy human subjects, although it is extensively used in research with animals.

Magnetoencephalography (MEG), first proposed by David Cohen (1968), also works by detecting the effects in the electromagnetic fields of firing neurons, but in MEG the detectors are very sensitive magnetometers. To reduce the magnetic background noise, Cohen used a magnetically shielded room. (See figure 9.5.)

Whereas EEG detects changes in the electric field caused by ion flows, MEG detects tiny changes in the magnetic field caused by the
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**Figure 9.5**

A model of the magnetically shielded room built by David Cohen in 1969 at MIT for the first magnetoencephalography experiments. Photo taken at Athinoula A. Martinos Center for Biomedical Imaging.

intra-neuron and extra-neuron currents that occur in the correlated firing of large numbers of neurons (Okada 1983). Since currents must have simi­lar orientations to generate magnetic fields that reinforce one another, it is again (as in EEG) the layer of pyramidal cells, which are situated perpen­dicular to the cortical surface, that produce the most easily measurable signals. Bundles of neurons with an orientation tangential to the scalp's surface project significant portions of their magnetic fields outside the head. Because these bundles are typically located in the sulci, MEG is more useful than EEG for measuring neural activity in those regions, whereas EEG is more sensitive to neural activity generated on top of the cortical sulci, near the skull.

MEG and EEG both measure the perturbations in the electromagnetic field caused by currents inside the neurons and across neuron cell walls, but

they differ greatly in the technology they use to do so. Whereas EEG uses relatively cheap electrodes placed on the skull, each connected to one amplifier, MEG uses arrays of expensive, highly sensitive magnetic detec­tors called superconducting quantum interference devices (SQUIDS). An MEG detector costs several million dollars to install and is very expensive to operate. Not only are the sensors very expensive; in addition, they must be heavily shielded from external magnetic fields, and they must be cooled to ultra-low temperatures. Efforts are under way to develop sensitive magnetic detectors that don't have to be cooled to such low temperatures. New tech­nologies may someday make it possible to place magnetic detectors closer to the skull and to improve the spatial resolution of MEG.

A recently developed method known as event-related optical signal (EROS) uses the fact that changes in brain-tissue activity lead to different light-scattering properties. These changes may be due to volumetric changes associated with movement of ions and water inside the neurons and to changes in ion concentration that change the diffraction index of the water in those neurons (Gratton and Fabiani 2001). Unlike the BOLD effect, these changes in the way light is scattered take place while the neurons are active and are spatially well localized. The spatial resolution of EROS is only slightly inferior to that of MRI, but its temporal resolution is much higher (on the order of 100 milliseconds). However, at present EROS is applicable only to regions of the cortex no more than a few centimeters away from the brain's surface.

The techniques described in this section have been extensively used to study the behavior of working brains, and to derive maps of activity that provide significant information about brain processes, at the macro level. Whole-brain MRI analysis has enabled researchers to classify the voxels in a working brain into several categories in accordance with the role played by the neurons in each voxel (Fischl et al. 2002; Heckemann et al. 2006). Most studies work with voxels on the order of a cubic millimeter, which is also near the resolution level of existing MRI equipment. Many efforts aimed at making it possible to integrate imaging data from different sub­jects, and a number of atlases of the human brain have been developed— for example, the Probabilistic Atlas and Reference System for the Human Brain (Mazziotta et al. 2001) and the BigBrain Atlas (developed in the context of the Human Brain Project).

Integration of different techniques, including MRI, EEG, PET, and EROS, may lead to an improvement of the quality of the information retrieved. Such integration is currently a topic of active research.

A recently developed technique that shows a lot of promise to advance our understanding of brain function is optogenetics. In 1979, Francis Crick suggested that major advances in brain sciences would require a method for controlling the behavior of some individual brain cells while leaving the behavior of other brain cells unchanged. Although it is possible to electrically stimulate individual neurons using very thin probes, such a method does not scale to the study of large numbers of neurons. Neither drugs nor electromagnetic signals generated outside the brain are selective enough to target individual neurons, but optogenetics promises to be. Optogenetics uses proteins that behave as light-controlled membrane channels to control the activity of neurons. These proteins were known to exist in unicellular algae, but early in the twenty-first century researchers reported that they could behave as neuron membrane channels (Zemel- man et al. 2002; Nagel et al. 2003) and could be used to stimulate or repress the activity of individual neurons or of smalls groups of neurons, both in culture (Boyden et al. 2005) and in live animals (Nagel et al. 2005). By using light to stimulate specific groups of neurons, the effects of the activity of these neurons on the behavior of the organism can be studied in great detail.

Optogenetics uses the technology of genetic engineering to insert into brain cells the genes that correspond to the light-sensitive proteins. Once these proteins are present in the cells of modified model organisms, light of the appropriate frequency can be used to stimulate neurons in a particu­lar region. Furthermore, the activity of these neurons can be controlled very precisely, within milliseconds, by switching on and off the controlling light. Live animals, such as mice or flies, can be instrumented in this way, and the behaviors of their brains can then be controlled in such a way as to further our understanding of brain circuitry.

Optogenetics is not, strictly speaking, an imaging technique, but it can be used to obtain detailed information about brain behavior in live organ­isms with a resolution that cannot be matched by any existing imaging technique.

Brain Networks

The imaging technologies described in the previous section, together with other information, enabled researchers to study how various regions of the brain are connected, both structurally and functionally. They provide extensive information about the axon bundles that connect regions of the brain and about the levels of activity in various regions when the brain is performing specific tasks.

In studying brain networks, each small region of the brain, defined by a combination of geometrical, physiological, and functional considerations, is made to correspond to one node in a graph. Subjects are then asked either to perform a specific task or to stay in their resting state while the brain is imaged and the level of activity of each of these regions is recorded. Statistical analyses of the data and graph algorithms are then used to study different aspects of the brain's behavior and stmcture. When more than one subject is used in a study, the coordinates of the different brains are mapped into a common coordinate system; this is necessary because indi­vidual brains differ in their geometry and hence simple, fixed spatial coor­dinates don't refer to the same point in two different brains. Linear and non-linear transformations are therefore used to map the coordinates of different brains into the coordinates of one reference brain, which makes it possible to obtain a fairly close correspondence between the equivalent brain regions in different individuals.

As an illustration, let us consider one particular brain network obtained from high-resolution fMRI data. In an experiment conducted collabora- tively by researchers from the Martinos Center and Tecnico Lisboa, one of the objectives was to identify the strongest functional connections between brain regions. The brains of nine healthy subjects, who were at rest, were imaged on a high-field (7 teslas) whole-body scanner with an isotropic spa­tial resolution of 1.1 millimeter and a temporal resolution of 2.5 seconds. For different subjects, a number of regions of interest (ROI) were selected, using a method whose purpose was to identify stable and significant ROIs (Dias et al. 2015). The correlations between the levels of activity in these regions were then used to construct a graph, with the edge weights given by the value of the correlations. The graph was processed by identifying the maximum spanning tree, then adding to the tree the strongest remaining connections between ROIs, in decreasing order of their strength, until the average node degree reached 4 (Hagmann et al. 2008). The maximum spanning tree can be found by adapting the method that was used to find the minimum spanning tree, using the algorithm discussed in chapter 4. This procedure yields a network showing 124 regions of interest (figure 9.6). Higher numbers of ROIs lead to graphs that are more informative but are more difficult to interpret visually.

The same fMRI data were also used to study the structure and character­istics of very large graphs derived by considering one ROI for each voxel imaged in each subject. Such graphs have more than a million nodes and up to a billion edges, depending on the minimum level of correlation used to define a connection between ROIs (Leitao et al. 2015).

Hundreds of methodologies have been used to study brain networks in many thousands of studies in diverse fields including psychology, neurol­ogy, genetics, and pharmacology. Brain networks can be used to study neural circuits and systems, the firing patterns that characterize specific activities or sensations, brain diseases, and many other features of brain behavior. Olaf Sporns' book Networks of the Brain covers many of the tech­niques and objectives of brain network studies and is an excellent reference work on the subject.
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**Figure 9.6**

A brain network obtained by considering the highest correlations among 124 differ­ent regions of interest in an average of nine human subjects.

Slicing and Dicing

Since the imaging methods described above have limited spatial resolution, fine-grained information about neuron structure and connectivity can more easily be obtained from dead brains, which can be sliced and observed at the microscope in great detail. Once slices of the brain have been obtained, microscopy doesn't destroy the samples and can provide a spatial resolution sufficient to resolve individual neurons, axons, dendrites, syn­apses, and other structures.

In conventional microscopy, which is derived directly from the technol­ogy used in sixteenth-century microscopes, the entire sample is flooded with light, and thus all parts of the sample in the optical path are excited at the same time. Reflection microscopy and transmission microscopy measure the reflected or transmitted light directly, with a resolution lim­ited by a number of factors (most notably the wavelength of the light used to image the samples). Light visible to the human eye has wavelengths between 400 and 700 nanometers, which means that features much smaller than one micrometer (pm) cannot be resolved. Neuron cells' bodies range in size from 4 to 50 pm, but synapses are much smaller, filling a gap between neurons that is only 20-40 nm wide (Hubei 1988). Therefore, resolving individual neuron components, such as synapses requires elec­tron microscopy.

Electron microscopy uses electrons instead of photons to image samples. Because the wavelength of an electron can be shorter than the wavelength of a visible-light photon by a factor of 103, an electron microscope has a much higher resolution than an optical microscope. Electron microscopy can resolve features smaller than 0.1 nm, several orders of magnitude smaller than the resolution of optical microscopes. Electron microscopy has, therefore, been used extensively to determine the detailed structures of individual neurons and of small groups of neurons. Electron microscopy, however, suffers from several limitations on its use in biological tissues (it is especially difficult to use in tissues that are kept alive). Other methods can be used to observe living tissues, or tissues stained with biological markers related to specific biological processes.

In fluorescent microscopy, what is imaged is not reflected light but light emitted by a sample that has absorbed light or some other form of electromagnetic radiation. The sample must include in its composition fluorophores—fluorescent chemical compounds that re-emit light upon being excited by visible radiation. The wavelength of the fluorescent light is different from the wavelength of the absorbed radiation, and depends on the nature of the fluorophores. The resulting fluorescence is detected by the microscope's photo-detector. Since cells can be labeled with different fluorescent molecules related to different biological processes, fluorescent microscopy can be used to trace specific proteins inside cells.

Confocal microscopy (Minsky 1961) uses point illumination and a pin­hole close to the sample to eliminate out-of-focus light coming from other parts of the sample. Because only light produced by fluorescence very close to the focal plane can be detected, the image's optical resolution, par­ticularly in the depth direction, is much better than that of wide-field microscopes.

Multi-photon fluorescent microscopy (MFM) is another technique that has extended the range of application of optical microscopy. Like fluorescent microscopy, MFM uses pulsed long-wavelength light to excite fluorophores within a specimen. In MFM, the fluorophore must absorb the energy of several long-wavelength photons, which must arrive almost at the same time, in order to excite an electron into a higher energy state. When the electron comes back to its ground state, it emits a photon. By controlling the laser sources, it is possible to image live cells in better conditions than the conditions that are possible when using alternative techniques. Two-photon microscopy is a special case of multi-photon microscopy in which exactly two photons of infrared light are absorbed by the fluorophore.

Whatever the microscopy technique used, only very thin slices of brain tissue can be imaged, because it isn't possible to image sections deep inside the slice. The slices imaged can correspond to slices cut from the surface of the tissue, or to the top layer of a block of tissue.

Slices of brain tissue that have been chemically hardened to make them amenable to slicing can be cut with a microtome or an ultramicrotome. Basically glorified meat slicers, such devices can cut very thin slices of sam­ples. Steel, glass, or diamond blades can be used, depending on the material being sliced and the desired thickness of the slices. Steel and glass blades can be used to prepare sections of animal or plant tissues for light microscopy. Diamond blades are used to prepare thin sections of brain for hivh-resolution microscopy.

Microtomes have been used for decades to obtain two-dimensional images of brain slices. Researchers seeking to obtain more detailed three- dimensional information about neuron arrangement have taken to imag­ing stacks of slices and combining the information to obtain complete three-dimensional information. That technique, called serial electron microscopy (SEM), was used to obtain the whole structure of the worm C. elegans in a laborious process that took many years. The difficulty of using SEM lies in the fact that, as slices are removed and put into glass blades, they become distorted and difficult to align. Despite these difficulties, SEM has been extensively used to obtain information about three-dimensional brain structures.

A significant improvement over serial electron microscopy came when Winfried Denk and Heinz Horstmann (2004) proposed serial block-face electron microscopy (SBEM). In SBEM, the face of a whole block of tissue is imaged by putting the block inside an electron microscope. Then a thin slice of the block is removed with a diamond blade microtome, and is dis­carded. The newly exposed slice is then imaged again. The process can be automated and obtains images with less distortion than does SEM.

Images obtained by SEM and by SBEM can be processed to reveal the three-dimensional geometry of individual neurons and even the locations of individual synapses. This is a process essentially similar to computed tomography. Together, two-dimensional imaging and computerized combi­nation of images have led to many different techniques now used in vari­ous circumstances and settings. Many different combinations of microscopy techniques, tissue preparation, serial slice analysis, and computerized image processing have been used by researchers to obtain very detailed informa­tion about larger and larger brain structures.

Conceptually, the whole structure of connections in a whole brain can be mapped, even though the state of the art still imposes significant limita­tions on what can be done. A number of efforts to map large regions of mammalian brains have been undertaken by researchers, and the data they have obtained have been made available in the Open Connectome Project.

In 2011, researchers from Harvard University and Carnegie Mellon University used two-photon calcium imaging (a technique used to monitor the activity of neurons in live brain tissue) and serial electron microscopy to obtain both functional and structural information about a volume of the mouse visual cortex measuring 450 x 350 x 52 pm and containing approxi­mately 1,500 neurons (Bock et al. 2011). The researchers used two-photon calcium imaging to locate thirteen neurons that had responded to a particular stimulus, then reconstructed a graph of connections of those thirteen neurons.

In 2013, a group of researchers reported the reconstruction of 950 neurons and their mutual contacts in one section of the retina of a mouse (Helmstaedter et al. 2013). They used serial block-face electron microscopy to acquire sections from an 114-by-80-pm area of the mouse retina. The data were annotated by human curators and by machine learning algo­rithms to yield the full structure of that region of the mouse retina. Helms­taedter et al. estimated that more than 20,000 annotator hours were spent on the whole process.

In work reported in 2015,, researchers from Harvard, MIT, Duke Uni­versity, and Johns Hopkins University fully reconstructed all the neuron sections and many sub-cellular objects (including synapses and synapse vesicles) in 1,500 cubic micrometers (just a little more than a millionth of a cubic millimeter) of mouse neocortex, using 3 x 3 x 30 nm voxels (Kasthuri et al. 2015). They obtained 2,250 brain slices, each roughly 30 nm thick, using a tape-collecting ultramicrotome equipped with a diamond blade. The slices were imaged by serial electron microscopy; then the images were processed in order to reconstruct a number of vol­umes. In these volumes, the authors reconstructed the three-dimensional structure of roughly 1,500 pm3 of neural tissue, which included hundreds of dendrites, more than 1,400 neuron axons, and 1,700 synapses (an average of about one synapse per cubic micron). Figure 9.7, reprinted from one of the articles that describe this effort, shows a rendering of one small cylinder of neocortex.

The efforts described above and many other efforts have shown that it is possible to obtain highly detailed information about fine-grained brain structure. Such information may, in time, be sufficiently detailed and reli­able to define the parameters required to perform accurate neuron-level simulation of brain sections.

Brain Simulation

Ao unHorctandintr of the mechanisms and structures of living brains
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**Figure 9.7**

A rendering of one cylindrical volume of neocortex, roughly 8 [im in diameter and 20 nm long, obtained from the reconstruction performed by Kasthuri et al. (2015). Reprinted with permission from Narayanan Kasthuri.

and to study in great detail several different phenomena in the brain. When the fine structure of brain tissue and the mechanisms that control brain development are understood in detail, it will become possible to simulate brain development and behavior. The simulations will have to reproduce the complex biochemical mechanisms that direct neuron growth, the chemical and electrical basis for synapse plasticity (and other forms of brain plasticity), and, eventually, the detailed workings of the billions of neurons and trillions of synapses that constitute a working brain. However, if good models exist for these components, there is no fundamental reason why simulation of large regions of a working brain cannot be performed.

It is interesting to assess what the simulation of a large part of the brain, or even the emulation of a whole brain, would imply in computational terms. One of the most ambitious such effort to have been completed so far probably is the Blue Brain Project, a collaboration between the Ecole Poly­technique Federate de Lausanne and IBM. The project started in 2006, and the initial goal was to simulate in a supercomputer one neocortical column of a rat, which can be viewed as the smallest functional unit of the mam­malian neocortex. A neocortical column is about 2 mm tall, has a diametei of 0.5 mm, and contains about 60,000 neurons in a human and 10,00C neurons in a rat. A human cortex may have as many as 2 million such col­umns. The computing power needed to perform that task was considerable as each simulated neuron reauires computing power roughly equivalent tc approaching a point at which simulating large parts of the brain will become possible.

In the most recent work, the results of which were published in 2013, the model and the simulations used the software and hardware infrastruc­ture of the Blue Brain Facility to model a cortical column of a rat, with 12,000 neurons and 5 million dendritic and somatic compartments. The simulations were performed using publicly available software, the NEURON package, running on a Blue Gene P supercomputer with 1,024 nodes and 4,096 CPUs (Reimann et al. 2013). Since so far we have no detailed struc­tural data on the cortical columns of a rat, statistical information about neuron connectivity and synapse distribution was used to define the parameters of the model. We can extrapolate the results of that simulation to calculate the amount of computer power required to simulate more com­plex systems and even a complete brain. Of course, there is no conclusive evidence that the level of detail used to simulate this "small" subsystem of a rat's brain is adequate for more complex and powerful simulations, even though Reimann et al. argued that a behavior consistent with reality was observed in this particular simulation. However, let us assume, for the moment, that this level of detail is indeed appropriate and could be used to simulate accurately more complex systems.

The Blue Gene P supercomputer, in the configuration used in the afore­mentioned study, has been rated as able to perform about 14 teraFLOPS (trillion floating-point operations per second). That speed enabled the com­puter to simulate about 4 seconds of cortical activity in 3 hours of computer time, in effect simulating the system approximately 2,700 times slower than real time. The fastest computer available at the time of this writing— the Sunway TaihuLight supercomputer, with 10 million processor cores— has been rated at 93,000 teraFLOPS (93 petaFLOPS), about 6,600 times the speed of the Blue Gene P supercomputer used in the simulation mentioned above.

If we ignore problems related to the difficulty of scaling up the simula­tion to a computer with a much larger number of cores (problems that are real but can be addressed), then, in principle, the Sunway TaihuLight super­computer could simulate, more than two times faster than real time, a 12,000-neuron cortical column of a rat. With all other things assumed equal (even though we know they probably are not), if we had a complete model of a human brain such a machine could simulate its 86 billion cells at a speed roughly 3 million times slower than real time. To simulate 10 seconds of real brain time (enough to simulate, say, the utterance of one small sentence) would require about one year of computer simulation. Even more striking is the difference in the amounts of energy needed by the supercomputer and by an actual brain. A brain, which uses about 20 watts of power (Drubach 2000), would spend about 200 joules to work for 10 seconds, whereas the 15MW Sunway TaihuLight would spend roughly 5 x 1014 joules to simulate the same event during this year, consuming 2 trillion times as much energy as the brain would.

The technologies involved, however, are evolving rapidly, making the simulations more and more efficient. The most ambitious simulation of a network of spiking neurons performed to date, developed to test the limits of the technology (Kunkel et al., 2014), used a supercomputer to emulate a network of 1.8 billion neurons, with an average number of 6000 synapses per neuron. The model used is not as detailed as the model used in the Blue Brain project, leading to a faster simulation at the expense of some precision.

The simulation used 40 minutes of the 8 petaFLOPS K computer, the fourth-fastest computer in the world at the time, to model the behavior of one second or real time of this large network of spiking neurons. Extrapo­lating to the size of a whole brain, and assuming no negative impact from the scaling up, the simulation of all the neurons in a human brain would still proceed 100,000 times slower than real time. The Sunway TaihuLight would have performed such a simulation “only" 10,000 times slower than real time, if all other parameters remained comparable.

The first reaction to the numbers cited above may be a combination of surprise, despair, and relief based on the renewed understanding—and now on comparatively hard data—that the human brain is simply too complex, too powerful, and too efficient to be fully simulated in a computer. In fact, even if we could obtain a working model of a brain (far in the future), and even if the fastest computer on Earth, allocated only to that task, could simulate such a model, the simulation would proceed many times slower than real time. This simple reasoning seems to show that such an endeavor will be forever impossible. However, because of two factors that cannot be ignored, that apparently obvious and clear conclusion is too naive.

The first of those two factors is the exponential growth in the power of computers, which hasn't stopped and which is likely to continue for quite a while. If Moore's Law continues to define the evolution of computers, in practice doubling their performance every two years, and if that rate of evolution is also true for the largest supercomputers, then a computer with the power to perform real-time simulation of a human brain will be avail­able around the year 2055. There are a number of assumptions in these computations that may well prove to be false, including the sustainability of the evolution predicted by Moore's Law. Nonetheless, it remains likely that such a computer will exist in 40 or 50 years.

The second factor is, in my opinion, even more important than the first. It was noted in chapter 7 that simulation of digital chips is performed using multi-level simulation in which details of the behaviors of devices are abstracted away at the higher levels of the simulation. This means that sys­tems with billions of transistors can be effectively simulated with multi­level models of the detailed workings of each individual transistor. The utilization of multi-level simulation techniques increases the speed of sim­ulation by many orders of magnitude. There is no essential reason why such an approach cannot be effectively applied to the simulation of a complete brain. In fact, a number of authors—among them Marasco, Limongiello, and Migliore (2013)—have proposed ways to accelerate the simulation of neurons that would result in significant speedups. It is true it is much easier to create a multi-level model of an integrated circuit, with its well-defined modules and well-understood structure, than to create a multi­level model of a brain, with its complex network of connections and poorly defined modules. I believe, however, that the majority of the advances in this area are still to come. As more and more effort is put into modeling the behaviors of parts of the brain, more and more resources will be needed to run simulations. Multi-level abstractions of more complex brain blocks will be created and will be used to create higher-level models of brain regions— models that can be simulated much more rapidly in a computer without sacrificing any of the precision that is essential for the accurate simulation of a working brain.

Armed with a better understanding of computers, biological systems, and brains, let us now proceed to the central question that is the main topic of this book: Will we be able to create digital minds?

10 Brains, Minds, and Machines

The preceding chapters focused on the behavior of the one system knov that undoubtedly creates a mind: the human brain. The question of whetb the human brain is the only system that can host a mind is worth discui ing in some detail.

Having a mind is somehow related to having an intelligence, although may be possible to envision mindful behavior without intelligence behir it and intelligent behavior without a mind behind it. Let us assume, for tf sake of discussion, that we accept the premises of the Turing Test, and th. we will recognize a system as intelligent if it passes some sophisticated ve sion of that test. We may defer to a later time important questions relate to the level of sophistication of such a test, including how long the intera tion would last, which questions could be asked, how knowledgeab the interrogators would have to be, and many additional details that a: relevant but not essential to this discussion.

It is reasonable to think that a system that passes the Turing Test, and therefore deemed intelligent, will necessarily have a mind of its own. T1 statement raises, among other questions, the question "What does it me. to have a mind?" After all, it is perfectly possible that a system behaves an intelligent system, passes the Turing Test, yet doesn't have a mind its own but only manages to fake having one. This question cannot dismissed lightly. We will return to it later in this chapter.

In this book the word mind has already been used many times, in often in phrases such as "keep in mind" or in references to the "hum mind." These are familiar uses of the word mind, and they probably have raised any eyebrows. However, anyone asked to define the meaning of t word mind more exactly will soon recognize that the concept is very si pery. The most commonly accepted definition of mind is "an emerge

property of brain behavior that provides humans with a set of cognitive faculties, which include intelligence, consciousness, free will, reasoning, memory, and emotions." We may discuss whether other higher animals, such as dogs and monkeys, have minds of their own, and we may be willing to concede that they do but that their minds are different from and some­what inferior to our own.

Perhaps the most defining characteristic of a mind is that it provides its owner with consciousness and with all that consciousness entails. After all, we may grant that a program running in a computer can reason, can per­form elaborate mathematical computations, can play chess better than a human champion, can beat humans in TV game shows, can translate speech, and can even drive vehicles, but we would still be hard pressed to believe that a program with those abilities has free will, that it is self- conscious, that it has the concept of self, and that it fears its own death. We tend to view consciousness, in this sense, as a thing reserved for humans, even though we cannot pinpoint exactly what it is and where it comes from. Thousands of brilliant thinkers have tackled this problem, but the solution remains elusive.

Experience has made us familiar with only one very particular type of mind: the human mind. This makes it hard to imagine or to think about other types of minds. We may, of course, imagine the existence of a com­puter program that behaves and interacts with the outside world exactly as a human would, and we may be willing to concede that such a program may have a mind; however, such a program doesn't yet exist, and therefore the gap separating humans from machines remains wide.

Using a Turing Test to detect whether a computer is intelligent reveals an anthropocentric and restricted view of what a mind is. The Turing Test, which was conceived to remove anthropocentric predispositions, is still based on imitation of human behavior by a machine. It doesn’t really test whether a program has a mind; it tests only whether a program has a mind that mimics the human mind closely.

Many thinkers, philosophers, and writers have addressed the question of whether a non-human mind can emerge from the workings of a program running in a computer, in a network of computers, or in some other com­putational support. But until we have a more solid definition of what a mind is, we will not be able to develop a test that will be able to recognize

whether a given system has a mind of its own—especially if the system h; a mind very different from the human minds we are familiar with.

To get around the aforementioned difficulty, let us consider a mo: restricted definition of a mind, which I will call a field-specific mind: property of a system that enables the system to behave intelligently in human-like way in some specific field. For instance, a program that pla; chess very well must have a field-specific mind for chess, and a progra: that drives vehicles well enough to drive them on public streets must ha' a field-specific mind for driving. Field-specific minds are, of course, mo limited than human minds. However, in view of the inherent complexi of a system that can behave intelligently and in a human-like way in ar reasonably complex field, it seems reasonable to ask the reader to acce that such a system must have some kind of a field-specific mind. Such field-specific mind probably is simpler than a human mind and probab doesn't give its owner consciousness, free will, self-awareness, or any of tf characteristics that presumably emanate from self-awareness, such as fe< of death.

A field-specific mind is an emergent property of a system that enables. to use some internal model of the world sufficiently well for the system t behave intelligently in some specific field and to act as intelligently an competently as a human in that field. It isn't difficult to imagine a field specific intelligence test in which a system is tested against humans and i deemed to have a field-specific mind if it passes the test. The most stringer test of that kind would be a Turing Test in which a system not only has t behave intelligently in many specific fields but also must emulate humar like intelligence and behavior in all those fields.

Obviously, there are fields so specific and simple that having a fiel< specific mind for them is trivial. For instance, a system that never loses tic-tac-toe will have a very simple field-specific mind, because tic-tac-toe so easy that a very simple set of rules, encoded in a program (or even a set of wires and switches), is sufficient to play the game. By the san token, a system that can play chess by following the rules, but that los every game, has only a very simple mind for chess, close to no mind at a On the other hand, a system that plays world-class chess and defeats huim champions most of the time must have a field-specific mind for chess there is no way it could do it by following some simple set of rules. Wi this proviso, we can accept that even creatures as simple as worms ha

field-specific minds that enable them to live and to compete in their par­ticular environments, even if those minds are very simple and emanate from the workings of a very simple brain.

These definitions, somehow, define an ontology and a hierarchy of minds. A mind A can be viewed as more general than a mind B if it can be used to reason about any field in which mind B can also be used, and per­haps in other fields too. The human mind can be viewed as the most gen­eral mind known to date—a mind that encompasses many field-specific minds and that may exhibit some additional characteristics leading to self- awareness and consciousness. What the additional characteristics are and where they come from are important questions; they will be addressed later in this chapter.

I will now propose a classification of minds in accordance with their origins, their computational supports, and the forms of intelligence they exhibit. I will call a mind synthetic if it was designed and didn't appear "naturally" through evolution. I will call a mind natural if it has appeared through evolution, such as the human mind and, perhaps, the minds of other animals. I will call a mind digital if it emanates from the workings of a digital computer program. I will call a mind biological if it emanates from the workings of a biological brain. These considerations lead to the taxon­omy illustrated in figure 10.1.

We are all familiar with natural minds, designed by evolution. Synthetic minds, designed by processes other than evolution to fulfill specific needs,

|  |  |  |
| --- | --- | --- |
|  | Natural | Synthetic |
| Biological | Human | Augmented  humans |
|  | Whole brain | Synthetic |
| Digital | emulation | intelligences |
|  | Neuromorphic in | telligent systems |

Figure 10.1

are likely to be developed in the next few decades. They probably will digital supports, although if developed using the tools of synthetic biol (discussed in chapter 7) they could conceptually be supported by biolog systems.

The entries in figure 10.1 may not be all equally intuitive. Almost evi one is familiar with natural, biological minds, the most obvious being human mind. Many people are also familiar with the concept of synthf digital minds designed using principles that have nothing to do with 1 the brain operates. ("Synthetic intelligences" fall into the latter categor have also discussed the possibility that intelligent systems may someda1 obtained by simulating the principles of brain development processes digital computer. I call such systems "neuromorphic intelligent syster Additionally, rather than designing systems inspired by the princi at work in the brain, we may one day have the technology to simulate emulate, in minute detail, the behavior of a working human brain. T approach, called whole-brain emulation, corresponds to a natural mind (si it would work exactly as a human mind, which was designed by evoluti with a digital substrate.

It also is possible that we may one day be able to create synthi minds with a biological substrate. The techniques of synthetic biology < advanced genetic engineering may someday be used to engineer bei: with superhuman thinking abilities.

With this ontology of minds, we can now try to answer the cen question of this book: What types of digital minds—field-specific or g eral, natural or synthetic—will, in the coming decades, emerge from workings of intelligent programs running in digital computers?

Synthetic Intelligences

It is easy to identify present-day systems that were created to exhibit c plex field-specific minds. By accessing large amounts of information, by using sophisticated algorithms, these systems perform tasks that cle require advanced field-specific minds. Such systems, developed by 1 teams of programmers, perform complex tasks that would require sig cant amounts of intelligence if they were to be performed by huma: believe that they are the precursors of general-purpose synthetic mi and that someday they will be recognized as such. As these systems eve

they probably will become more and more intelligent until they become synthetic intelligences.

Deep Blue is a chess-playing computer developed by IBM. Its predeces­sor, Deep Thought, had been developed at Carnegie Mellon University. The creators of Deep Thought were hired by IBM and were challenged to continue their quest to build a chess-playing machine that could defeat the human world champion. Deep Blue won its first chess game against a world champion in 1996, when it defeated Garry Kasparov in the first game of a match. At the end of the match, however, Kasparov had defeated Deep Blue by a score of 4 to 2. Deep Blue was then improved. In 1997 it played Kasparov again and became the first computer system to defeat a reign­ing world champion in a standard chess match. Kasparov never accepted the defeat. Afterward he said that he sometimes had observed deep intel­ligence and creativity in the machine's moves, suggesting that human chess players had helped the machine. IBM always denied that any cheat­ing had taken place, noting that the rules had allowed the developers of Deep Blue to "tune" the machine's program between games and that they had made extensive use of that opportunity. The rematch demanded by Kasparov never took place. IBM ended up discontinuing Deep Blue. Whether Deep Blue was indeed better than the reigning chess champion is, of course, irrelevant. Deep Blue and many other chess computers in existence today probably can beat 99,999999 percent of humans in a game that was once thought to require strong artificial intelligence to be mas­tered. Deep Blue played chess in a way that was not, in many respects, the same way a human plays, but it can't be denied that Deep Blue had a field- specific mind for chess.

There are games more complex than chess. Go, which originated in China more than 2,500 years ago, is played on aboard with 19x19 positions (figure 10.2). Players take turns placing black and white stones in order to control territories. Once played, the stones are never moved. There are hundreds of possible moves at each turn. Go is very difficult for computers because of the high branching factor and the depth of the search tree. Until recently, no Go-playing program could beat a reasonably good human player, and it was believed that playing Go well would remain beyond the capabilities of computers for a long time. However, in 2016 a team of researchers from a company called Google Deepmind used neural networks mined using deep learning (Silver et al. 2016) to create a program, called
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**Figure 10.2**

The final position of a game of Go, with the territories defined.

AlphaGo, that played the game at the highest level. In January of 2016, AlphaGo defeated the European champion, Fan Hui. Two months later, it defeated the man who was considered the best player in the world, Lee Sedol.

When they play chess, Go, or similar games, computers typically per­form a search, trying many moves and evaluating the millions of positions that may result from them. Evaluating a position in chess or in Go is diffi­cult, but the number of pieces on the board and their positions can be used to obtain a good estimate of the position value, particularly if large data­bases of games are available. Although we don't know exactly how humans play such games, we know that computers use an approach based mostly on brute-force search, trying many possible moves before choosing one. Checkers has been completely solved by computers—that is, all possible combinations of moves have been tried and have been registered in a data­base, so that the best move in each situation is known to a program that has access to the database. This implies no human player without access to the database can ever beat such a computer. (A human with access to the database would also play the game perfectly, but no human's memory would be able to store such a huge amount of data.)

Games more complex than checkers, such as chess and Go, probably will never be solved exactly, because the number of possible games is simply too large. Although the exact number of possible games of chess isn't known, it is estimated to exceed 10120, a number vastly larger than the number of atoms in the universe. The number of possible Go games is probably larger than lO800. Therefore, it cannot be argued that Deep Blue or AlphaGo play by brute force (that is, by knowing all the possible positions). Deep Blue definitely had a mind for chess and AlphaGo a mind for Go, albeit a mind different from the minds of human players.

A somewhat less obvious application of artificial intelligence is used by many people almost every day. As of this writing, the World Wide Web is composed of tens of billions of Web pages. Google, the best-known and most widely used search engine, gives everyone access to the information contained in about 50 billion of those pages. By using a technique called indexing, in which the pages containing a certain term are listed together in an index organized a bit like a phone book, Google can retrieve, in a frac­tion of a second, the pages related to any set of topics chosen by a user. Furthermore, it is able to list the most relevant pages first. It does so by applying a number of clever methods that improved on the original idea of its founders (Brin and Page 1998), the page-rank algorithm.

The page-rank algorithm, which is at the origin of Google's success, views the Web as a huge, interconnected set of pages, and deems most likely to be interesting the pages visited more often if a user was randomly traveling this network by following the hyperlinks that connect the pages. Pages and domains with many links pointing to them are, therefore, deemed more interesting. This is why we are more likely to retrieve a page from CNN or BBC than one from some more obscure news source. Many more pages point to CNN (as a source of news or for some other reason) than to other, less-well-known pages. The page-rank algorithm has been, over the years, complemented by many other techniques that contribute to a good ranking of the pages retrieved as results of a query.

The apparently simple operation of retrieving a set of pages relevant to some query is the result of the application of very sophisticated technol­ogy, developed over the years by engineers and researchers in computer science. Many of us are now so accustomed to going to Google and retrieving relevant information on any obscure topic that we may forget that such an operation would have been very slow, if possible at all, only twenty years ago.

We usually don't think of Google as having a mind of its own, not even a field-specific mind. Let us, however, go back in time to 1985. Only a few years earlier, the TCP/IP protocol, which enabled computers to talk with other computers over long distances, had been developed and deployed. In 1985 one could use computer-to-computer networks to send and receive messages (mainly email and files). But only a few thousand people used it for that purpose, and no one predicted that, only a few decades later, there would be billions of computers and mobile devices interconnected as they are now. However, the essential technology already existed. Computers could already talk to one another. The only things that were needed to have the Internet we have today were more sophisticated algorithms and pro­grams, faster computers, and faster interconnection networks.

Now imagine that you are back in 1985 and that someone tells you that, thirty years in the future, a computer system will exist that will be able to recover, in a fraction of a second, all the relevant information in the world about a given topic, chosen by you. You are told that such a system will go through all the information in the Internet (the roughly 1024 bytes stored in all the interconnected computers in the world), understand enough of it to select the information that is relevant to your request, and present the answer to you in a fraction of a second. To put things in perspective, it is useful to remember that a typical book consists of about half a million bytes, that the Library of Congress stores about 150 million books, and that therefore the information available from the Internet corresponds to about 10 billion times the information stored in the Library of Congress. (To be fair, the large majority of the data stored in the Internet corresponds to videos and photos, which are only partially covered by search engines, since these engines index videos and photos mostly on the bases of keywords and tags, not on the basis of the contents. However, that will soon change as computers get better at pro­cessing images, and it isn't really relevant to the question that will be posed next.)

Now, imagine that, back in 1985, you are asked: Is such a system intelli­gent? Does it have a mind of its own? Do you need intelligence to search this huge amount of information and, from it, retrieve instantly the relevant pieces of data? Does the system need to understand enough of what is written in the documents to retrieve relevant pieces of information and to discard the irrelevant ones?

My guess is that, back in 1985, you would have answered that such a system must be intelligent and must have a mind of its own, at least in some limited way. After all, to answer the complex queries it accepts, it must have some model of the world and it must understand, at least par­tially, what has been asked.

If you didn't know, at the time, how queries would be posed to a system such as the one we have now, you might have imagined some sort of written or spoken dialogue. For instance, a user would type some question (perhaps "What is the size of the Library of Congress?") and would get an answer something like "The Library of Congress is the largest library in the world, with more than 158 million items on approximately 838 miles of bookshelves." If you try that today, you probably will get back a document that includes exactly the information you were looking for, but it probably will be mixed with some additional information that may or may not be relevant to you. You probably are so accustomed to using a search engine that you don't even remotely consider that it may have a mind, but in 1985 you may have speculated that it did. There are some excellent reasons for this duality of criteria.

One of the reasons is that search engines are still far from having a per­fect interface with the user and from retrieving exactly what the user wants. We talk to them mostly by means of text (even though we now can use a somewhat less than perfect voice interface), and, instead of replying by writing an explicit answer, they provide us with a list of documents in which the answers to our queries can be found. The technologies needed to transform such answers into answers in plain English are probably within reach. Indeed, such capabilities have been demonstrated by other systems. IBM's Watson is one such system.

Watson uses advanced algorithms for the processing of natural language, automated reasoning, and machine learning to answer questions in specific domains. Using information from Wikipedia and other knowledge sources, including encyclopedias, dictionaries, articles, and books, Watson was able to compete with human champions on the TV game show Jeopardy, beating the top human competitors a number of times. (In the game, what ordinar­ily would be considered questions are presented as answers, and players must respond with the relevant questions. For the purposes of this discus­sion, however, the former will be referred to as questions and the latter as answers.)

Watching videos of the Jeopardy competition (which are available in YouTube) is a humbling and sobering experience. A computer, using com­plex but well-understood technologies, interprets difficult questions posed in natural language and answers them faster and more accurately than skilled human players. Watson's computer-synthesized voice answers diffi­cult questions with astounding precision, exhibiting knowledge of culture and of historical facts that very few people on Earth (if any) possess.

Yet skeptics were quick to point out that Watson didn't understand the questions, didn't understand the answers, and certainly didn't understand that it had won a game. One of the most outspoken skeptics was John Searle, whose arguments were based on the same ideas that support the Chinese Room experiment (discussed in chapter 5). All Watson does, Searle argued in a paper published in 2011, is manipulate symbols according to a specific set of rules specified by the program. Symbol manipulation, he argued, isn't the same thing as understanding; therefore, Watson doesn't understand any of the questions or the answers, which are meaningless symbols to the program. The system cannot understand the questions, because it has no way to go from symbols to meaning. You may ask "Then how does the brain do that?" Searle's answer is that a human brain, by sim­ply operating, causes consciousness, understanding, and all that comes with consciousness and understanding.

I do not agree with Searle and the other skeptics when they say that Watson didn't understand the questions or the answers it provided. It is true that the system is not conscious and works only because its program­mers put together a large set of rules and heuristics built to address this specific problem. However, understanding is not a magical process, a light either on or off. Understanding is a gradual thing. It results from creating an internal model of the world that is relevant to the problem at hand. A system that has no understanding cannot answer, as accurately as Watson did, the complex questions posed in a game of Jeopardy. The model of the world in Watson's mind was enough to enable it to answer, accurately, a large majority of the questions. Some it didn't understand at all; others it understood partially; many—probably most—it understood completely.

The question, then, is not whether Watson is intelligent. Certainly it is game called Jeopardy. Did Watson understand that it had won the game? It probably did, since its behavior was directed at winning the game.

Was Watson happy for having won? Was it conscious of having won? Probably not, since consciousness of having won would have required a deeper understanding of the game, of the world, and of Watson's role in the world. As far as I know, Watson doesn't have internal models for those con­cepts, and doesn't have a sense of self, because internal models and a sense of self were not included in its design.

Some of the technologies used to build Watson, called DeepQA, have been used in medical diagnosis and in oil prospecting, domains in which the ability to answer questions is useful. The ability of the technology to answer questions posed in natural language, coupled with its evidence- based learning capabilities, enable it to work as a clinical decision-support system. It can be used to aid physicians in finding the best treatment for a patient. Once a physician has posed a query to the system describing symp­toms and other factors, the system parses the input, looks for the most important pieces of information, then finds facts relevant to the problem at hand, including sources of data and the patient's medical and hereditary history. In oil prospecting, the system can be an interface between geologists and the numerical algorithms that perform the complex signal-processing tasks used to determine the structure of potential underground oil fields.

Deep Blue, AlphaGo, Google, and Watson are examples of systems designed, in top-down fashion, to exhibit intelligence in specific fields. Deep Blue and AlphaGo excel at complex board games, Google retrieves information from the Web in response to a query, and Watson answers questions in specific domains in natural language. Other systems likely to be designed and deployed in the next decade are self-driving vehicles with a model of the world good enough to steer unassisted through roads and streets, intelligent personal assistants that will help us manage our daily tasks, and sales agents able to talk to customers in plain English. All these abilities have, so far, been unique to human beings, but they will certainly be mastered by machines sometime in the next decade.

Systems designed with the purpose of solving specific problems, such as those mentioned above, are likely to have field-specific minds sophisticated enough to enable them to become partners in conversations in their spe­cific fields, but aren't likely to have the properties that would lead to gen- minds. But it is possible that, if many field-specific minds are

decades will probably see the emergence of computerized personal as tants that can master such tasks as answering questions, retrieving inforr tion from the Web, taking care of personal agendas, scheduling meetir and taking care of the shopping and provisioning of a house. The technc gies required for those tasks will certainly be available in the next twe years, and there will be a demand for such personal assistants (perh to be made available through an interface on a cell phone or a lap computer).

Such systems will have more general minds, but they will still be lim: to a small number of field-specific environments. To perform effecti1 they will have to be familiar with many specifics of human life, anc respond efficiently to a variety of requests they will have to maintain m ory of past events.

I anticipate that we will view such a system as having a mind of its o perhaps a restricted and somewhat simplified mind. We may still not c sider such a system to have consciousness, personality, emotions, and desi However, it is very likely that those characteristics are largely in the ey< the beholder. Even simple systems that mimic animals' behaviors and ei tions can inspire emotions and perception of consciousness, as becoi apparent when one reads the description of the Mark III Beast in Te Miedaner's 1978 novel The Soul of Anna Klane (reprinted in Hofstadter; Dennett's book The Mind's I.) If Watson or Google were to be modifier interact more deeply with the emotions of its users, it is very possible 1 our perceptions about their personalities, emotions, and desires wc change profoundly.

Kevin Kelly, in his insightful book What Technology Wants, uses the 1 the technium to designate the vast interconnected network of compc programs, information, devices, tools, cities, vehicles, and other tec logical implements already present in the world. Kelly argues that the nium is already an assembly of billions of minds that we don't recogn: such simply because we have a "chauvinistic bias” and refuse to acce mindful anything other than a human being.

To Kelly, the technium is the inevitable next step in the evolutf complexity, a process that has been taking place on Earth for more tl billion years and in the universe for much longer, since before Earth ex In his view, the technium is simultaneously an autonomous entity, w own agenda, and the future of evolution. It is a new way to develop

and more powerful minds, in the process creating more complexity and opening more possibilities. It is indeed possible that we are blind, or chau­vinistic, or both, when we fail to recognize the Internet as an ever-present mindful entity, with its billions of eyes, ears, and brains. I don't know whether we will ever change our view of the synthetic minds we created and developed.

Neuromorphic Intelligent Systems

There are, however, other ways to design intelligent systems. One way is by drawing more inspiration from the human brain, the system that supports the only general mind we know. Intelligent systems designed in such a way will raise much more complex questions about what a mind is, and about the difference between synthetic minds and natural minds. If we design systems based on the same principles that are at work on human minds, we probably will then be more willing to accept that they have minds of their own and are conscious. After all, if one wants to create an intelligent and conscious system, the most obvious way is to copy the one system we know to be intelligent and conscious: the human mind. There are two ways to make such a copy.

One way would be to directly copy a working human mind. This could be done by copying, detail by detail, a human brain, the physical system that supports the human mind. Copying all the details of a working brain would be hard work, but the result, if successful, would certainly deliver what was desired. After all, if the resulting system were a complete and fully operational working copy of the original, and its behavior were indistin­guishable from the original, certainly it would be intelligent. Because such a mind would be a piece-by-piece copy of an existing biological mind, it would behave as a natural mind behaves, even if it was supported by a digi­tal computer. This mind design process, usually called mind uploading or whole-brain emulation, is the topic of the next section.

Another way to design a human-like mind is to reproduce, rather than the details of a working brain, the mechanisms that led to the creation of such a brain. This approach may be somewhat less challenging, and may be more accessible with technology likely to be available in the near future. The idea here is to reproduce in a computer not the details of a working brain, but the principles and the mechanisms that lead to the creation of

the structures in a human brain, and to use these principles to create s thetic brains.

In chapter 8 I described the two main factors that are at work whe brain assembles itself: genetic encoding and brain plasticity. With development of our knowledge of those two mechanisms, it may one < be possible to reproduce, in a program, the way a brain organizes itself.

Many researchers believe that a complex system such as a brain resu not from a very complex recipe with precisely tuned parameters ; detailed connectivity instructions, but from a general mechanism that < ates complexity from simple local interactions, subject to some very gen< rules that work within a wide range of parameters (Kelso 1997). Signific evidence obtained from firing patterns in the brain, and particularly in cortex (Beggs and Plenz 2003), supports the idea that the brain organi itself to be in some sort of critical state such that exactly the right amoi of firing optimizes information transmission, while avoiding both actrv decay and runaway network excitation.

Information about general mathematical principles of self-organizati and detailed knowledge of the biological and biochemical mechanisj that control brain development may eventually enable us to simulate, ii computer, the processes involved in brain development. The simulatio will have to be extensively compared against data obtained from bo simple and complex organisms. If successful, the simulation should deri connectivity structures and patterns of cell activity that are, in all obsei able aspects, equivalent to those observed in real brains. If the physical a mathematical principles are sound, and if enough knowledge is availal with which to tune the parameters, it is reasonable to expect that t resulting self-organized brain will behave, in most if not all respects, 1 a real brain. Such a simulation need not be performed at the level neurons, since higher-level structures may be involved in the process brain organization. In fact, individual neurons may not even need to involved in the simulation at all, because they may not represent the rij level of abstraction.

Of course, no human-like brain will develop normally if it doesn't rece a complete and varied set of stimuli. Those stimuli, which will have to en the system through simulated senses, will play an essential part in - development of the right brain structures. The whole process of design: a brain by this route will take time, since the mechanisms that lead to br,

organization take years to develop. In this process, interaction with the real world is one limiting factor. There is, in principle, no reason why the whole process cannot run many times faster than what occurs in a real brain. In fact, it is likely that the first approaches will use this possibility, making us able to simulate, in only a few days, development processes that take months or years to occur. However, as the simulation becomes more precise and more complex, there will be a need to provide the simulated brain with realistic input patterns, something that will require real-time interaction with the physical world. If the aim is to obtain, by this route, a working simulation of a brain of an infant monkey, the simulation will have to interact with other monkeys, real or simulated. If the aim is to simulate the full development of a human brain, interactions with humans and other agents will be required. This means that the complete simulation will have to be ran, mainly, in real time, and it will take a few years to develop the simulation of a toddler and about twenty years to develop the simulation of a young adult.

Many complex questions are raised by the possibility that a human brain can be "developed" or "grown" in this way from first principles, experimen­tal data, and real-world stimuli. If such an approach eventually leads to a system that thinks, understands speech, perceives the world, and interacts with humans, then it probably will be able to pass, with flying colors, any sort of unrestricted Turing Test. Even if interaction is always performed through a simulated world (one that never existed physically), this fact will not make the existence of an intelligent and conscious system less real or its emotions less genuine.

Such a mind would be synthetic, but its workings would be inspired by the workings of a natural mind, so it would be somewhat of a hybrid of a natural and a synthetic mind (see figure 10.1). If such a system is devel­oped, we will have to relate to the first mind that is, in some respects, simi­lar to our own, but that doesn’t have a body and wasn't born of a human. His or her brain will perform computations similar to those performed by human beings, he or she will have feelings and will have the memories of a life lived in a world that exists only inside the memory of a computer. His or her feelings will presumably be no less real than ours, the emotions will be as vivid as ours, and the desire to live will be, probably, as strong as any of ours. For the first time, we would have created a synthetic mind modeled - Humnn mind.

Whole-Brain Emulation

As referred above, there is another way to create a human-like mind, and i consists in copying directly the working brain of a living human. Such process would yield a digital mind that would also be a natural mind because it would work exactly in the same way as a biological human mine It would, however, be supported by a brain emulator running in a com puter, rather than by the activity of a biological brain. This is, by far, th most ambitious and technologically challenging method, because it wouli require technology that doesn't yet exist and may indeed never exist. It alsi raises the most complex set of questions, because it changes completely th paradigm of what intelligence is and what it means to be human.

To create a digital mind from an existing human mind, it is necessary t( reverse engineer a working brain in great detail. Conceptually there ar many ways that might be done, but all of them require very detailed infor mation about the structure and the patterns of neural activity of a specify human brain—information reliable and precise enough to make it possible to emulate the behavior of that brain in a computer. This approach, known as whole-brain emulation (WBE) or mind uploading, is based on the idea that complete emulation of a brain based on detailed information is possi­ble. That whole-brain emulation will one day be possible has been pro­posed by a number of authors, including Ray Kurzweil and Nick Bostrom, but only recently have we begun to understand what it will take to attempi such a feat.

In theory, mind uploading might be accomplished by a number of meth ods, but two methods at different ends of the spectrum deserve specia mention. One would entail copying neural structures wholesale; the othe would entail gradual replacement of neurons. In the first method, mini uploading would be achieved by scanning and identifying the relevan structures in a brain, then copying that information and storing it in a coir puter system, which would use it to perform brain emulation. The secon method would be more gradual. The original brain would keep operating but its computational support would be progressively replaced.

The first approach, wholesale copying of a working brain, require mainly enormous improvements in existing technologies coupled with th development of some new ones. In chapter 9 I discussed some technique that could be used to identify detailed structures in human brains; i:

chapter 8 I discussed techniques that could be used to simulate sections of brain tissue if given detailed models of the neurons, their interconnectivity patterns, and other relevant biochemical information. Existing knowledge of the structure of brain tissue can, in principle, be used to simulate a human brain very accurately (even if slowly) if given a detailed description of each neuron and of how it interacts with other neurons. The challenge lies in the fact that no existing technology is sufficiently advanced to obtain the detailed structural information required to supply a brain emulator with the required level of detail.

At present, a number of sophisticated imaging methods can be used to retrieve information about brain structures and neuron activity. In chapter 9, we considered a number of techniques, among them PET and MRI, that can be used to obtain functional information about how the brain is wired and about the activity levels of the neurons involved in specific tasks. However, even the most powerful techniques in use today can only obtain, non-invasively, information about structures that are no smaller than a cubic millimeter, which is the size of the smallest voxel they can resolve. Within a cubic millimeter of cortex there are between 50,000 and 100,000 neurons, each with hundreds or thousands of synapses that connect with other neurons, for a total number of synapses that is on the order of a billion per cubic millimeter, each synapse ranging in size from 20 to 200 nanometers.

Therefore, present-day imaging techniques cannot be used to obtain detailed information about synapse location and neuron connectivity in live brains. The actual resolution obtained using MRI varies with the spe­cific technique used, but resolutions as high as a billion voxels per cubic millimeter have been reported, which corresponds to voxels with 1 pm on the side (Glover and Mansfield 2002). There are, however, many obstacles that have to be surmounted to achieve such high resolution, and it is not clear whether such techniques could ever be used to image large sections of a working brain.

To resolve individual synapses would require microscopy techniques that can now be used to image slices of brain tissue with unprecedented detail. These techniques destroy the tissue and can be used only in dead brains. In chapter 7 we saw how the brain of the worm C. elegans was pains­takingly sliced and photographed, using electron microscopy, to obtain the complete wiring diagram of its 302 neurons, in an effort that took 12 years

to complete. If such an effort and methodology were to be applied to human brain, it would require a time commensurate with the age of t universe, if we take into consideration only the scaling up implied by t: much larger number of neurons and synapses.

However, technology has evolved, and it may one day become possit to apply a similar process effectively to a whole human brain. The proa done mostly by hand in the C. elegans study can now be almost complete automated, with robots and computers doing all the brain slicing, electr< microscopy, and three-dimensional reconstmction of neurons. Small v< umes of neocortex have already been reconstructed in great detail, as w noted in chapter 9. With the right technology, such a process could co ceptually be applied to a whole human brain, obtaining a very faith! copy of the original organ (which would, regrettably, be destroyed in tl process). The level of detail gathered in this way would probably not 1 enough to emulate accurately the brain that was sliced and imaged, sini significant uncertainty in a number of parameters influencing neurc behavior might remain, even at this level of resolution. However, it migl be possible to fill in the missing information by combining data about tb real-time behavior of the brain (obtained, of course, while it was still ope ating). Optogenetics, a technology to which I alluded briefly in chapter 5 could be used to provide very useful information about detailed brai behavior.

It is clear that existing technologies cannot easily be used to obtai information about working brains with a level of detail sufficient to feed brain emulator that can generate sufficiently accurate output. Obtainin such detailed information from a working brain is clearly beyond the reac of existing technologies. On the other hand, structural informatioi obtained using microscopy, can be very detailed and could be used, at lea in principle, to feed a brain emulator, even though much informatic would have to be obtained by indirect means. Limitations of state-of-th art techniques still restrict the applicability of these techniques to sm; volumes, on the order of a fraction of a cubic millimeter, but we can expe that, with improved algorithms and better microscopy technologies, tl whole brain of a mouse could be reverse engineered in great detail within few decades.

However, it isn't clear that structural information obtained using exis ing microscopy techniques, such as serial block-face electron microscop

has enough detail to feed an emulator that would faithfully reproduce the original system. The difficulty lies in the fact that the behavior of the sys­tem is likely to be sensitive to a number of parameters that are hard to estimate accurately from purely structural information, such as properties of membranes and synapses, and from chemical information present in the environment outside the neurons.

Ideally, detailed structural information would be combined with in vivo functional information. Such a combination of information might make it possible to tune the emulator parameters in order to reproduce, in silico, the behavior of the original system. Although many methods for combining these two types of information are under development (Ragan et al. 2012), combining functional information from a live brain and detailed structural information obtained by microscopy of a sliced brain remains a challenge. It is therefore not yet possible to use the significant amount of knowledge about the behavior of individual neurons and groups of neurons to con­struct a complete model of a brain, because the requisite information about neuron structure, properties, and connectivity is not yet available.

There is, in fact, a huge gap in our understanding of brain processes. On the one hand, significant amounts of information at the macro level are being collected and organized by many research projects. That information can be used to find out which regions of the brain are involved in specific processes, but cannot be used to understand in detail the behavior of single neurons or of small groups of neurons. It may, however, provide some information about the way the brain organizes itself at the level of macro­structures containing millions of neurons. On the other hand, researchers understand in significant detail many small-scale processes and structures that occur in individual neurons, including synapse plasticity and mem­brane firing behavior.

There is no obvious way to bridge this huge gap. Because of physical limitations, it isn't likely that existing techniques, by themselves, can be used to determine all the required information, without which there is no way to build an accurate brain emulator. Nanotechnologies and other tech­niques may be usable to bridge the gap, but they will not be used in healthy human brains before the technology is mature enough to guarantee results; even then, they will raise significant moral questions. Ongoing projects that use animal models, including Open Worm, the Open Connectome Project, and the Human Brain Project, will shed some light on the

feasibility of different approaches, but finding an exact way to proceed wil remain the focus of many projects in coming decades.

I cannot tell you, because I don't know, how this challenge will be met Many teams of researchers, all over the world, are working on technique aimed at better understanding the brain. No single technique or combina tion of techniques has so far delivered on the promise of being able t< obtain the detailed information that could be used to perform whole-braii emulation. One may even be tempted to argue that, owing to physical limi tations and the complexity of the challenges involved, we will never hav information detailed enough to enable us to build a faithful emulator.

In order for mind uploading to become possible, a number of technolo gies would have to be enormously developed, including advance< microscopy, computational techniques for three-dimensional reconstruc tion of brain tissue, and multi-level neural modeling and simulation. Enor mous advances in processing power would also be necessary. A workshoj on whole-brain emulation held at the Future of Humanity Institute in Oxford in 2007 produced a "road map" (Sandberg and Bostrom 2008) thal discusses in detail the technologies required and the appropriate level of emulation. In theory, brain emulation could be performed at a variety of levels, or scales, including quantum, molecular, synaptic, neuronal, or neu­ron population. Depending on the exact mechanisms used by brains, emu­lation might have to be performed at a more or less detailed level. The level of the emulation has a significant effect on the computational resources required to perform it. Quantum or molecular-level emulation will proba­bly be forever prohibitive (barring extraordinary advances in quantum computing). Higher-level emulation is computationally more efficient bm may miss some effects that are essential in brain behavior.

The road map also includes a number of milestones that could be use( to measure how far in the future whole-brain emulation is. It concludes b; estimating, perhaps somewhat optimistically, that insufficient computa tional power is the most serious impediment to achieving whole-braii emulation by the middle of the twenty-first century. That conclusion, how ever, rests on the assumption that all the supporting technologies wouli have advanced enough by that time, something that is far from widel; agreed upon.

One important argument presented in the road map is that whole-braii emulation doesn't really require the creation of yet unknown technologies

but only scaling up (and vast improvement) of already-existing ones. After all, we already have the technologies to reverse engineer small blocks of brain tissue, the models that enable us to simulate neural tissue, and the simulators that use these models to perform simulations on a relatively small scale. All that is required, now, is to improve these technologies, so that we can apply them first to simple invertebrates, like C. elegans, then to larger and larger animals, including progressively more complex mammals, until we are finally able to emulate a complete human brain. None of these developments requires conceptually new technologies, although all of them require enormous advances in existing technologies.

The second approach to mind uploading, gradual replacement of neu­rons in a working brain, requires technologies even more complex and dis­tant than the ones required to perform a wholesale copy. One such technology, which is still in its infancy but which may come to play an important role in the future, is nanotechnology.

In his influential 1986 book Engines of Creation, Eric Drexler popularized the idea that molecular-size machines could be assembled in large numbers and used to perform all sorts of tasks that are now impossible. The idea may have originated with Richard Feynman's lecture "There's Plenty of Room at the Bottom," given in 1959 at a meeting of the American Physical Society. In that lecture, Feynman addressed the possibility of direct manipulation of individual atoms to create materials and machines with unprecedented characteristics.

The ideas of the pioneers mentioned above have been developed by the scientific community in many different directions. Some researchers have proposed the development of techniques for constructing nanodevices that would link to the nervous system and obtain detailed information about it. Swarms of nanomachines could then be used to detect nerve impulses and send the information to a computer. Ultimately, nanomachines could be used to identify specific neurons and, progressively, replace them with arrays of other nanomachines, which could then use the local environmen­tal conditions, within the operating brain, to adapt their behavior. These nanomachines would have to be powered by energy obtained from electro­magnetic, sonic, chemical, or biological sources, and proposals for these different approaches have already been made.

Nanotechnology has seen many developments in recent decades. Many types of nanoparticles with diameters of only a few nanometers have been created in the laboratory, as have carbon nanotubes with diameters as small as one nanometer, nano-rotors, and nano-cantilevers. Chips that sort and manipulate individual blood cells have been developed and will be deployed soon, making it possible to identify and remove cancer cells from blood (Laureyn et al. 2007). However, the technologies necessary to design swarms of autonomous nanorobots, which could perform the complex tasks required to instrument a living brain or to replace specific neurons, do not yet exist and will probably take many decades, or even centuries, to develop.

We are still a long way from the world of Neal Stephenson's 1995 novel The Diamond Age, in which swarms of nanorobots are used to interconnect human brains into a collective mind, but there is no obvious reason why such a technology should be forever impossible.

One of the most interesting thought experiments related to this ques­tion was proposed by Arnold Zuboff in "The Story of a Brain," included in the book The Mind's I (Hofstadter and Dennett 2006). Zuboff imagines an experiment in which the brain of a man who had died of a disease that hadn’t affected his brain is put on a vat and fed with stimuli that mim­icked those he would have received had he been alive. As the experiment evolved and more teams got involved, the brain was split several times into ever smaller pieces and eventually into individual neurons, all of which were connected by high-speed communication equipment that made sure the right stimuli reached every neuron. In the end, all that remained of the original brain was a vast network of electronic equipment, providing inputs to neurons that had nothing to do with the original brain and that could be, themselves, simulated. And yet, the reader is led to con­clude, the original personality of the person whose brain was put into the vat was left untouched, his lifetime experiences unblemished, his feelings unmodified.

No matter which approach is used, if an emulation of a human brain can, one day, be run in a computer, we will be forced to face a number of very difficult questions. What makes us human is the processing of infor­mation that enables us to sense the world, to think, to feel, and to express our feelings. The physical system that supports this information-processing ability can be based on either biological or electronic digital devices. It isn't difficult to imagine that one small part of the brain, perhaps the optic nerve, can be replaced without affecting the subjective exoprien,~o brain's owner. It is more difficult to imagine that the whole brain can be replaced by a digital computer running very detailed and precise emulation without affecting the subjective experience of the owner.

It is possible that someday a supercomputer will be able to run a com­plete emulation of a person's brain. For the emulation to be realistic, appro­priate inputs will have to be fed into the sensory systems, including the vision pathways, the auditory nerves, and perhaps the neural pathways that convey other senses. In the same way, outputs of the brain that acti­vate muscles should be translated into appropriate actions. It isn't likely that a faithful emulation of a complete brain can be accomplished without these components, because realistic stimuli (without which no brain can work properly) would be missing.

Greg Egan, in his 2010 book Zendegi, imagines a technology, not too far in the future, by which the brain behaviors of a terminally ill man, Martin, are scanned using MRI and used to create a synthetic agent that was expected to be able to interact with his son through a game-playing platform. In the end, the project fails because the synthetic agent created—the virtual Martin—doesn't have enough of Martin's personality to be able to replace him as a father to his son in the virtual environment of the game. The virtual Martin created from fragments of Martin's brain behavior is too far from human, and the researchers recognize that uploading the mind of a person into virtual reality is not yet possible. Despite the negative conclu­sion, the idea raises interesting questions: When will we be sure the copied behaviors are good enough? How do you test whether a virtual copy of a human being is good enough to replace, even in some limited domain, the original? What do you do with copies that aren't good enough?

It is safe to say no one will be able to understand in all its details a full­blown emulation of a working brain, if one ever comes into existence. Any decisions to be made regarding the future of such a project will have to take into consideration that the information processing taking place in such an emulation is the same as the information processing that goes on in a living brain, with all the moral and philosophical consequences that implies.

I am not underestimating the technical challenges involved in such a project. We are not talking about simulating a small subsystem of the brain, but about emulating a full brain, with its complete load of memories, expe- rienrps; reactions, and emotions. We are very far from accomplishing such a feat, and it is not likely that anyone alive today will live to see it. However, that isn't the same thing as saying that it will never be possible. In fact, I believe that it will one day be accomplished.

The possibility that such a technology may one day exist, many years or even centuries in the future, should make us aware of its philosophical, social, and economic consequences. If a brain emulator can ever be built, then it is in the nature of technology that many more will soon be built.

We are still a long way from having any of the technologies required to perform whole-brain emulation. I have, however, a number of reasons to believe that we will be able to overcome this challenge. One of these rea­sons is simply the intuition that technological developments in this area will continue to evolve at an ever-increasing speed. The exponential nature of technology tends to surprise us. Once some technology takes off, the results are almost always surprising. The same will certainly be true for the many technologies now being used to understand the brain, many of them developed in the past few decades. Though it may be tme that no single technology will suffice, by itself, to derive all the information required to reconstruct a working brain, it may be possible that some combination of technologies will be powerful enough.

Other reasons to believe that we will, one day, be able to emulate whole brains are related to the enormous economic value of such a technology. Some economists believe that world GDP, which now doubles every 15 years or so, could double every few weeks in the near future (Hanson 2008). A large part of these gains would be created by the creation of digital minds in various forms.

The ability to emulate a working brain accurately will create such radical changes in our perspective of the world and in our societies that all other challenges we are currently facing will become, in a way, secondary. It is therefore reasonable to believe that more and more resources will be com­mitted to the development of such a technology, making it more likely that, eventually, all existing barriers will be overcome.

The Riddle of Consciousness

Should complex and very general artificial minds come into existence, we will have to address in a clear way the important question of whether they are conscious.

We all seem to know very well what it means to be conscious. We become conscious when we wake up in the morning, remain conscious during wak­ing hours, and lose consciousness again when we go to sleep at night. There is an uninterrupted flow of consciousness that, with the exception of sleep­ing periods, connects the person you are now with the person you were many years ago and even with the person you were at birth, although most people cannot track down their actual memories that far back. If pressed to describe how consciousness works, most people will fall into one of two main groups: the dualists and the monists.

Dualists believe there are two different realms that define us: the physi­cal realm, well studied and understood by the laws of physics, and the non­physical realm, in which our selves exist. Our essence—our soul, if you want—exists in the non-physical realm, and it interacts with and controls our physical body through some yet-unexplained mechanism. Most reli­gions, including Christianity, Islam, and Hinduism, are based on dualist theories. Buddhism is something of an exception, since it holds that human beings have no permanent self, although different schools of Buddhism, including the Tibetan one, have different ideas about exactly what charac­teristics of the self continue to exist after death. Religions do not have a monopoly on dualism—the popular New Age movement also involves the­ories about the non-physical powers of the mind.

The best-known dualist theory is attributable to Rene Descartes. In Medi- tationes de Prima Philosophia (1641), he proposes the idea (now known as Cartesian dualism) that the mind and the brain are two different things, and that, whereas the mind has no physical substance, the body, controlled by the brain, is physical and follows the laws of physics. Descartes believed that the mind and the body interacted by means of the pineal gland. Not­withstanding Descartes' influence on modern philosophy, there is no evi­dence whatsoever of the existence of a non-physical entity that is the seat of the soul, nor is there evidence that it interacts with the body through the small pineal gland.

Cartesian dualism was a response to Thomas Hobbes' materialist critique of the human person. Hobbes, whose mechanist view was discussed in chapter 2, argued that all of human experience comes from biological pro­cesses contained within the body. His views became prevalent in the scien­tific community in the nineteenth century and remain prevalent today. Indeed, today few scientists see themselves as dualists. If you have never

thought about this yourself, a number of enlightening thought expe: ments can help you decide whether you are a dualist or a monist.

Dualists, for instance, believe that zombies can exist, at least concept ally. For the purposes of this discussion, a zombie behaves exactly as a nc mal person does but is not conscious. If you believe that a zombie could created (for instance, by assembling, atom by atom, a human being copi from a live person, or by some other method) and you believe that, ev though it is not a person, its behavior would be, in all aspects, indisti guishable from the behavior of a real person, you probably are a duali Such a zombie would talk, walk, move, and behave just like a person witf mind and a soul, but would not be a conscious entity; it would merely mimicking the behavior of a human.

To behave like a real person, a zombie would have to have emotior self-awareness, and free will. It would have to be able to make decisio: based on its own state of mind and its own history, and those decisioi would have to be indistinguishable from those of a real human. Raymor Smullyan's story "An Unfortunate Dualist" (included in Smullyan 198< illustrates the paradox that arises from believing in dualism. In the story dualist who wants to commit suicide but doesn't want to make his friern unhappy learns of a wonderful new drug that annihilates the soul bi leaves the body working exactly as before. He decides to take the drug tl very next morning. Unbeknownst to him, a friend who knows of his wish injects him with the drug during the night. The next morning, the bo( wakes up without a soul, goes to the drugstore, takes the drug (again), ai concludes angrily that the drug has no discernible effect.

We are forced to conclude that a creature that behaves exactly like human being, exhibits the same range of emotions, and makes decisions exactly the same way has to be conscious and have a mind of its own— alternatively that no one is really conscious and that consciousness is illusion.

A counter-argument based on another thought experiment was p posed by Donald Davidson (1987). Suppose you go hiking in a swamp a you are struck and killed by a lightning bolt. At the same time, nearbj the swamp, another lightning bolt spontaneously rearranges a bunch different molecules in such a way that, entirely by chance, your bod1 recreated just as it was at the moment of your death. This being, wh Davidson calls Swampman, is structurally identical to you and v

presumably, behave exactly as you would have behaved had you not died. Davidson holds there would be, nevertheless, a significant difference, though the difference wouldn't be noticeable by an outside observer. Swamp- man would appear to recognize your friends; however, he wouldn't be able to recognize them, not having seen them before. Swampman would be no more than a zombie. This reasoning, which, to me, is absurd, is a direct consequence of a dualist view of the consciousness phenomenon, not much different from the view Descartes proposed many centuries ago.

Monists, on the other hand, don't believe in the existence of dual reali­ties. They believe that the obvious absurdity of the concept of zombies shows that dualism is just plainly wrong. The term monism was first used by Christian Wolff, in the eighteenth century, to designate the position that everything is either mental (idealism) or physical (materialism) in order to address the difficulties present in dualist theories. (Here I will not discuss idealism, which is at significant odds with the way present-day science addresses and studies physical reality.)

Either implicitly or explicitly, present-day scientists are materialists at heart, believing that there is only one physical reality that generates every observable phenomenon, be it consciousness, free will, or the concept of self.

Even though you may reject dualism, you may still like to think there is an inner self constantly paying attention to some specific aspects of what is going on around you. You may be driving a car, with all the processing it requires, but your conscious mind may be somewhere else, perhaps think­ing about your coming vacation or your impending deliverable. The inner self keeps a constant stream of attention, for every waking hour, and con­structs an uninterrupted stream of consciousness. Everything works as if there is a small entity within each one of us that looks at everything our senses bring in but focuses only on some particular aspects of this input: the aspects that become the stream of consciousness. The problem with this view is that, as far as we know, there is no such entity that looks at the inputs, makes decision of its own free will, and acts on those decisions. There is no part of the brain that, if excised, keeps everything working the same but removes consciousness and free will. There isn't even any detect­able pattern of activity that plays this role. What exists, in the brain, are patterns of activity that respond to specific inputs and generate sequences

Benjamin Libet's famous experiments (see Libet et al. 1983) have shown that our own perception of conscious decisions to act deceives us. Libet asked subjects to spontaneously and deliberately make a specific movement with one wrist. He then timed the exact moment of the action, the moment a change in brain activity patterns took place, and the moment the subjects reported having decided to move their wrist. The surprising result was not that the decision to act came before the action itself (by about 200 millisec­onds), but that there was a change in brain activity in the motor cortex (the part of the cortex that controls movements) about 350 milliseconds before the decision to act was reported. The results of this experiment, repeated and confirmed in a number of different forms by other teams, suggest that the perceived moment of a conscious decision occurs a significant fraction of a second after the brain sets the decision in motion. So, instead of the conscious decision being the trigger of the action, the decision seems to be an after-the-fact justification for the movement. By itself this result would not prove there is no conscious center of decision that is in charge of all deliberate actions, but it certainly provides evidence that consciousness is deceiving in some aspects. It is consistent with this result to view conscious­ness as nothing more than the perception we have of our own selves and the way our actions change the environment we live in.

Many influential thinkers view the phenomenon of consciousness as an illusion, an attempt made by our brains to make sense of a stream of events perceived or caused by different parts of the brain acting independently (Norretranders 1991). Dennett, in his book Consciousness Explained (1991), proposed the "multiple drafts" model for consciousness, which is based on this idea. In this model, there are, at any given time, various events occur­ring in different places in the brain. The brain itself is no more than a "bundle of semi-independent agencies” fashioned by millions of years of evolution. The effects of these events propagate to other parts of the brain and are assembled, after the fact, in one single, continuous story, which is the perceived stream of consciousness. In this model, the conscious I is not so much the autonomous agent that makes decisions and issues orders as it is a reporter that builds a coherent story from many independent parallel events. This model may actually be consistent, up to a point, with the exis­tence of zombies, since this after the fact assembly of a serial account of events does not necessarily change that much the behavior of the agent, in normal circumstances.

This model is consistent with the view that consciousness may be an historically recent phenomenon, having appeared perhaps only a few thou­sand years ago. In his controversial 1976 book The Origin of Consciousness in the Breakdown of the Bicameral Mind, Julian Jaynes presents the argument that before 1000 BC humans were not conscious and acted mostly on the basis of their instincts, in accordance with the “inner voices" they heard, which were attributed to the gods. In Jaynes' theory, called bicameralism, the brain of a primitive human was clearly divided into two parts: one that voiced thoughts and one that listened and acted. The end of bicameralism, which may have been caused by strong societal stresses and the need to act more effectively toward long-term objectives, marked the beginning of introspective activities and human consciousness.

We may never know when and exactly how human consciousness appeared. However, understanding in more objective terms what con­sciousness is will become more and more important as technology advances. Determining whether a given act was performed consciously or uncon­sciously makes a big difference in our judgment of many things, including criminal acts.

The problem of consciousness is deeply intermixed with that other cen­tral conundrum of philosophy, free will. Are we entities that can control our own destiny, by making decisions and defining our course of action, or are we simply complex machines, following a path pre-determined by the laws of physics and the inputs we receive? If there is no conscious I that, from somewhere outside the brain, makes the decisions and controls the actions to be taken, how can we have free will?

The big obstacle to free will is determinism—the theory that there is, at any instant, exactly one physically possible future (van Inwagen 1983). The laws of classical physics specify the exact future evolution of any system, from a given starting state. If you know the exact initial conditions and the exact inputs to a system, it is possible, in principle, to predict its future evolution with absolute certainty. This leaves no space for free-willed sys­tems, as long as they are purely physical systems.

Quantum physics and (to some extent) chaotic systems theory add some indetermination and randomness to the future evolution of a system, but still leave no place for free will. In fact, quantum mechanics adds true ran­domness to the question and changes the definition of determinism. Quan­tum morhanics states that there exist many possible futures, and that the

exact future that unfolds is determined at the time of the collapse of the wave function. Before the collapse of the wave function, many possible futures may happen. When the wave function collapses and a particulai particle goes into one state or another, a specific future is chosen. Depend ing on the interpretation of the theory, either one of the possible futures i: chosen at random or (in the many-worlds interpretation of quantun mechanics) they all unfold simultaneously in parallel universes. In an; case, there is no way this genuine randomness can be used by the soul, o the conscience, to control the future, unless it has a way to harness thi randomness to choose the particular future it wants.

Despite this obvious difficulty, some people believe that the brain ma; be able to use quantum uncertainty to give human beings a unique abilit; to counter determinism and impose their own free will. In The Emperor’. New Mind, Roger Penrose presents the argument that human consciousnes: is non-algorithmic, and that therefore the brain is not Turing equivalent Penrose hypothesizes that quantum mechanics plays an essential role in human consciousness and that some as-yet-unknown mechanism working at the quantum-classical interface makes the brain more powerful than any Turing machine, at the same time creating the seat of consciousness and solving the dilemma of determinism versus free will. Ingenious as this argu­ment may be, there is no evidence at all such a mechanism exists, and, in fact, people who believe in this explanation are, ultimately, undercover dualists.

Chaos theory is also viewed by some people as a loophole for free will. In chaotic systems, the future evolution of a system depends critically and very strongly on the exact initial conditions. In a chaotic system, even ver\ minor differences in initial conditions lead to very different future evolu tions of a system, making it in practice impossible to predict the future because the initial conditions can never be known with the required leve of precision. It is quite reasonable to think that the brain is, in many ways a chaotic system. Very small differences in a visual input may lead to radi cally different perceptions and future behaviors. This characteristic of th brain has been used by many to argue against the possibility of whole-braii emulation and even as a possible mechanism for the existence of free will However, none of these arguments carries any weight. Randomness, true o apparent, cannot be the source of free will and is not, in itself, an obstacl for any process that involves brain emulation. True, the emulated brail

may have a behavior that diverges rapidly from the behavior of the real brain, either as a result of quantum phenomena or as a result of the slightly different initial conditions. But it remains true that both behaviors are rea­sonable and correspond to possible behaviors of the real brain. In practice, it is not possible to distinguish, either subjectively or objectively, which of these two behaviors is the real one.

Since quantum physics and chaos theory don't provide a loophole for free will, either one has to be a dualist or one has to find some way to rec­oncile free will and determinism—a difficult but not impossible task. In his thought-provoking book Freedom Evolves, Dennett (2003) tries to reconcile free will and determinism by arguing that, although in the strict physical sense our future is predetermined, we are still free in what matters, because evolution created in us an innate ability to make our own decisions, inde­pendent of any compulsions other than the laws of nature. To Dennett, free will is about freedom to make decisions, as opposed to an impossible freedom from the laws of physics.

There is a thought experiment that can be used to tell whether, at heart, you are a dualist, even if you don't consider yourself a dualist. In Reasons and Persons, Derek Parfit (1984) asks the reader to imagine a teletransporter, a machine that can, instantly and painlessly, make a destructive three- dimensional scan of yourself and then send the information to a sophisti­cated remote 3D assembler. The assembler, using entirely different atoms of the very same elements, can then re-create you in every detail. Would you use such a machine to travel, at the speed of light, to any point in the universe where the teletransporter can send you? If you are a true monist, and believe that everything is explained by physical reality, you will view such a machine simply as a very sophisticated and convenient mean of transport, much like the assembler-gates (A-gates) in Charles Stross' 2006 novel Glasshouse. On the other hand, if there are some dualist feelings in you, you will think twice about using such a device for travel, since the you emerging at the other end may be missing an important feature: your soul. In Glasshouse, A-gates use nanotechnology to recreate, atom by atom, any physical object, animate or inanimate, from a detailed description or from 3D scans of actual objects. An A-gate is a kind of a universal assem­bler that can build anything out of raw atoms from a given specification.

A-gates create the possibility of multiple working copies of a person—a even more puzzling phenomenon, which we will discuss in the next chaj ter. Teletransporters and A-gates don't exist, of course, and aren't likely t exist any time soon, but the questions they raise are likely to appear soon\* than everyone expects, in the digital realm.

Where does all this leave us in regard to consciousness? Unless you are hard-core dualist or you believe somehow in the non-algorithmic natuj of consciousness (two stances that, in view of what we know, are hard t defend), you are forced to accept that zombies cannot exist. If an entit behaves like a conscious being, then it must have some kind of stream < consciousness, which in this case is an emergent property of sufficient! complex systems.

Conceptually, there could be many different forms of consciousnes: Thomas Nagel's famous essay "What Is It Like to Be a Bat?" (1974) asks yo to imagine how is the world perceived from the point of view of a bat. 1 doesn't help, of course, to imagine that you are a bat and that you fl; around in the dark sensing your surroundings through radar, because a lit erate, English-speaking bat would definitely not be a typical bat. Neithe: does it help to imagine that, instead of eyes, you perceive the world througl sonar, because we have no idea how bats perceive the world or how the world is represented in their minds. In fact, we don't even have an idea how the world is represented in the minds of other people, although we assume in general, that the representation is probably similar to our own.

The key point of Nagel's question is whether there is such an experience as being a bat, in contrast with, say, the experience of being a mug. Nobod; will really believe there is such a thing as being a mug, but the jury is sti! out on the bat question. Nagel concludes, as others have, that the probler of learning what consciousness is will never be solved, because it rests o the objective understanding of an entirely subjective experience, som< thing that is a contradiction in terms. To be able to know what it is like t be a bat, you have to be a bat, and bats, by definition, cannot describe the experience to non-bats. To bridge the gap would require a bat that ca describe its own experience using human language and human emotion Such a bat would never be a real bat.

It seems we are back at square one, not one step closer to understands what consciousness is. We must therefore fall back on some sort <

objective black-box test, such as the Turing Test, if we don't know the exact mechanisms some system uses to process information. On the other hand, if we know that a certain system performs exactly the same computations as another system, even if it uses a different computational substrate, then, unless we are firm believers in dualism, we must concede that such a system is conscious and has free will.

Therefore, intelligent systems inspired by the behavior of the brain or copied from living brains will be, almost by definition, conscious. I am talk­ing, of course, about full-fledged intelligent systems, with structures that have evolved in accordance to the same principles as human brains or structures copied, piece by piece, from functioning human brains.

Systems designed top-down, from entirely different principles, will raise a set of new questions. Will we ever consider a search engine such as Google or an expert system such as Watson conscious? Will its designers ever decide to make such a system more human by providing it with a smarter inter­face—one that remembers past interactions and has its own motivations and goals? Up to a point, some systems now in existence may already have such capabilities, but we clearly don't recognize these systems as conscious. Are they missing some crucial components (perhaps small ones), or is it our own anthropocentric stance that stops us from even considering that they may be conscious? I believe it is a combination of these two factors, together with the fact that their designers hesitate to raise this question—in view of the fear of hostile superhuman intelligences, it wouldn't be good for busi­ness. But sooner or later people will be confronted with the deep philo­sophical questions that will arise when truly intelligent systems are commonplace.

The next chapter discusses these thorny issues. The challenges that will result from the development of these technologies, and the questions they will raise, are so outlandish that the next chapter may feel completely out of touch with reality. If you find the ideas in this chapter outrageous, this may be a good time to stop reading, as the next chapters will make them seem rather mild.

It is difficult to argue, with conviction, that digital minds will never exist, unless you are a firm believer in dualism. In fact, even though today we don't have the technologies necessary to create digital minds, it is difficult to believe that such technologies will never be developed. I will not try to predict when such technologies will be developed, but in principle there is no reason to doubt that some sort of sophisticated digital minds will become available during the twenty-first century.

Civil Rights

If a system is recognized as a digital mind, the thorny problem of civil rights will have to be addressed. We take for granted that existing legislation recognizes each human being as having a special status, the status of a person. Personhood, with the rights and responsibilities that come with it, is nowadays granted virtually to every living human in almost every soci­ety. However, the notions of personhood are not universal. Furthermore, the universal recognition that every human being, independently of race, sex, or status, has the right to personhood is historically recent. Slaves weren't recognized as persons before the abolition of slavery, a lengthy and slow process that took many centuries. In the United States, the nineteenth amendment to the Constitution, not ratified until 1920, granted women the right to vote in every state.

The concept of personhood varies somewhat with the legal system of the country. In the United States, as in many other countries, personhood is recognized by law because a person has rights and responsibilities. The per­son is the legal subject or substance of which the rights and responsibilities are attributes. A human being is called a “natural person," but the status of

personhood can also be given to firms, associations, corporations, and consortia.

It seems reasonable to assume that discussions about the personhood status of digital minds will begin as soon as rights and responsibilities are attributed to them. Digital agents—software programs that take significant decisions on behalf of individuals and corporations—already exist and are responsible for many events affecting human lives. The most visible of them—automated trading agents, whose behavior is based on complex sets of rules and algorithms—affect the economy enormously and have been blamed for a number of economic crises and other troublesome events. Until now, however, the individuals or corporations that own those agents, rather than the agents themselves, have been held responsible for the con­sequences of their actions. This is simply a consequence of the fact that personhood has not, so far, been granted to any purely digital entity.

However, as digital agents and their behavior become more complex, it is natural to shift the responsibilities from the "owners" of these agents to the agents themselves. In fact, the concept of ownership of an intelligent agent may one day become a focus of dissension if digital minds are granted full personhood. The whole process will take a long time and will generate much discussion along the way, but eventually society will have to recog­nize digital minds as autonomous persons with their own motivations, goals, rights, and responsibilities. The question whether a digital mind has personhood will be unavoidable if the digital mind in question was created by means of mind uploading, a technology that may become feasible before the end of the century. Society will have to address the personhood status of such digital minds, providing them with some set of civil rights and responsibilities. I will call these entities simply digital persons, and will apply the term to any kind of digital mind that is granted some sort of person­hood status. To simplify the writing, I will use the pronoun it to refer to digital persons, but this doesn't mean these persons are less human than actual humans, nor does it mean they do not have gender. Whether or not they will view themselves as male, female, or neither will depend on many factors, which I will not address here because so many variables are involved. I could as well have decided to address digital persons as him, her, or it, depending on the particular circumstances, but that would have been more awkward to write and to read.

The most central issue is probably related to the rights and responsil ties of digital persons. Suppose a program passes a full-fledged Turing' by using advanced voice and visual interfaces to convince judges system cally, permanently, and repeatedly that it behaves like a human. To achi that, a program would have to display the reasoning, memory, learn abilities, and even emotions that a human being would display under si lar conditions. This program, a digital person, would have acquired m of its knowledge by means of techniques that enabled it to improve behavior and to become more human-like as time passed. It is hard to in ine that a program could pass a full-fledged Turing Test without has some form of consciousness, but for now we can assume that it cc simply be a very, very human-like zombie.

Digital persons might play many important roles in society. They mi; in principle at least, be able to produce any intellectual work that coulc produced by a human. They might drive cars, fly airplanes, write news service customers. In fact, today many of those tasks are routinely ] formed by programs. Robot journalists, working for Associated Press < other agencies, write many of the stories released today, autonomous < are in the news every day, and automatic piloting of airplanes has beer use for many years. Virtual assistants that can schedule meetings on y behalf are offered on the Web by a number of companies, including Cl Labs and x.ai. A virtual assistant, such as Siri or Cortana, is included in operating system of almost every new cellular phone and can be u by anyone, even though virtual assistants still have many shortcomi and even though there are many requests that they aren't capablt processing.

Even without a physical presence outside a computer, a digital pei can write letters, buy and sell stocks, make telephone calls, manipt bank accounts, and perform many other activities characteristic of hun that do not require physical intervention. Therefore, there is a strong nomical motivation to develop digital persons and to use them to f< economic activity. In many respects, digital persons will not be at a d: vantage in relation to natural persons. They will be able to launch m campaigns, address the press, appear on TV, and influence public opii much as a natural person might.

What should be the rights of digital persons? Should they be gra
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individuals or corporations, like slaves, or should they be masters of their own destiny? Could they own money and properties? Could they vote? Could they be terminated—erased from memory—if deemed no longer useful, perhaps because a new model or an upgrade, more intelligent and flexible, has become available?

The questions are not any easier if one thinks about the responsibilities of digital persons. Suppose a digital person does something illegal. Should it take the blame and the responsibility, and go to jail, whatever that may mean in the specific context? Or should the blame be attributed to the pro­grammers who, perhaps many years ago, wrote the routines that enabled the digital person to acquire the knowledge and the personality that led to its current behavior? Should a digital person be sentenced to death if, by accident or by intent, it has caused the death of other persons, natural or otherwise? At the time of this writing, the US National Transportation Safety Board is analyzing the conditions under which a Model S Tesla auto­mobile operating in its Autopilot mode failed to brake before impact with a white truck it hadn't detected, thereby causing the death of its human occupant. Other similar cases are likely to follow as the technologies become more widespread.

If a program passes a full-fledged Turing Test, convincing everyone that it reasons as a human does, should the prize be given to the programmers who created it, or to the program? The programmers would probably be glad to receive the prize, but the program might disagree with this option. After all, if a program is human enough to pass a Turing Test, is it not human enough to keep a share of the prize?

Although these questions seem outlandish, they are not idle musings about hypothetical entities that will never exist. Intelligent agents—digital minds—are likely to exist sooner or later, and, if they do, discussions about whether or not they are digital persons will be unavoidable. If true digital persons should come into existence, we can be sure that the challenges that will be posed to society will be formidably more complex than the ones that are at the center of our most contentious issues today.

Originals, Copies, and Duplicates

One major difference between the digital world and the physical world is that digital entities, which exist only in computer memories, can easily be copied, stored, and retrieved. In the physical world, people place significant importance on the distinction between originals and copies. A bank teller will willingly cash a signed check, but will not be happy if presented with two copies of the same check, or even with two different checks of which the second bears a scanned copy of the signature on the first. A restaurant will treat you very differently if you pay for dinner with a $50 bill than if you pay with a copy (even a good copy) of a $50 bill, and there is a huge difference in value between a painting by Picasso and a copy of it.

This state of affairs is consistent with the inherent difficulty of perfect duplication of objects in the physical world. Until very recently, exact duplication of physical objects was either impossible or very hard, and the way society works rests on the assumption that perfect copies of physical objects are difficult to obtain. Forgeries are possible, but are usually detect­able and almost always illegal. Technologies for handling currency, signa­tures, fingerprints, and all other means of personal identification are based on the fact that exact copies of physical objects are hard to create. In par­ticular, it is very difficult to make exact copies of human bodies, or of parts of human bodies, such as fingers or retinas, and thus biometric methods can be used to verify the identity of a natural person with almost absolute certainty. In fact, one of the most common means of identification— a handwritten signature—is based on the difficulty of reproducing the sequence of movements that a human hand makes when producing a physical signature.

But this situation, in which authentication and identification mecha­nisms are based on the difficulty of copying physical objects, is changing rapidly, for two reasons. The first reason is that duplicating physical objects exactly is not as difficult as it once was. The second and more important reason is that in the digital realm duplication is easy.

Technologies already under development will enable us, in the near future, to perform high-precision scans of physical objects and to assemble (perhaps with the use of nanotechnologies) any number of copies, using so-called universal assemblers. Nanotechnologies may one day make it possible to assemble objects, atom by atom, from specifications stored in digital form. The practical challenges such technologies will bring to our physical world are interesting; however, they are not at the center of the present discussion, if only because it is likely that similar and much more complex problems will show up in the digital world well before universal assemblers become available.

In the digital world, exact copies are easy to obtain. We are all familiar with the challenges that existing digital technologies create today. Software is easily duplicated, as are all sorts of media stored in digital format, such as books, music, videos, and photographs. All the industries based on creat­ing, copying, and distributing media content, including the newspaper, book, movie, and music industries, are facing the need to adapt to a world in which exact copies of a digital object are easy to make, obtain, and dis­tribute widely. Some business models will adapt and some will not, but the changes in these industries are so profound that very little of what was in place just ten years ago will survive, in its present form, for another ten years. Newspapers, booksellers, movie studios, songwriters, and singers are having to deal with profound changes in the way people produce and consume content.

In the digital world, there is no difference between an original and a copy. The very essence of digital entities makes it irrelevant whether some instance is an original or a copy. In some cases—for instance, when you take a digital picture and store it in the camera card—it is possible to iden­tify exactly where the sequence of bits that constitutes a digital entity was first assembled. In other cases, it is more difficult or even impossible to identify where a digital entity came in existence—for instance, when you transmit a voice message by phone and it is recorded somewhere in the cloud, to be reproduced later, after having been sent through the air in many dispersed packets. But in none of these cases is the "original" sequence of bits distinguishable from copies made of it. The copy of a digi­tal picture you store in your computer is as good as the version first recorded in the camera card, and any copies that you send to your friends are not only of the same quality, but, in a sense, as original as the one stored in the camera card. In these considerations I am ignoring the accu­mulation of errors in digital entities. These errors are rare and can be easily corrected.

The possibility of duplicating digital persons raises a plethora of com­plex philosophical questions. In fact, one may harbor genuine doubts about the eventual feasibility and existence of digital minds. However, it is completely safe to assume that, if digital minds ever come into existence, it will be practicable to back them up, store them for future retrieval, and,

in general, copy them exactly an arbitrary number of times. Independen of the exact techniques used to create and develop digital minds, t underlying computational support will probably be based on standard d ital storage, which by its very nature allows exact copying an arbitr; number of times.

Dualists will always be able to argue that the essence of a mind canr be copied, even if the digital support of the system that generates the mi can. Believers in the theory that quantum phenomena play a signifies role in the emergence of consciousness will take solace in the fact that t quantum configuration of a system cannot be copied without interferi with the original, whereas a digital entity can be copied without disturb]' the configuration of the original. However, there is no evidence that any these beliefs holds true. It is highly likely that digital minds, if they e1 come into existence, will be trivially easy to copy and duplicate. It is hr to grasp even a partial set of the implications of this possibility, sir many scenarios that are not possible in the physical world become not or possible but common in the digital world.

Consider the possibility of a direct copy of a digital person. Now imagii that a technology that makes non-destructive mind uploading possible w be developed, sometime in this century or the next, and that an uploadi mind obtains the status of a digital person.

First, it will be necessary to deal with the question of how to treat tl digital person and the biological human who served as the template for tl uploading. Immediately after duplication, the behavior of the two pi sons—the digital one and the biological one—will be identical or at le; very similar. The copy, which will live in some sort of virtual environmei will want to have access to some resources that will enable it to carry with its life. Maybe it will want money to buy computer time to run 1 emulation, or to pay for other resources, physical or digital. The biologi human, having (presumably) agreed to be scanned and copied into j memory of a computer, may view this desire with some sympathy and n even be willing to share his or her resources with the digital version. B< are exactly the same person, with the same memories, the same feelir and the same history, up to the moment of duplication, at which time tl will begin to diverge. Divergence will occur slowly and accumulate o time. One can imagine that duplication, in this case, can be similar eitl to a self-divorce, with the possessions divided between the original and

copy, or to a marriage, with the possessions jointly owned by the original and the copy.

Maybe non-destructive mind uploading will be legally possible only after a suitable binding contract is established between the two future cop­ies of the person who will be uploaded. There is, of course, the small diffi­culty that these two copies do not exist at the moment the upload operation is initiated; however, that isn't a serious concern, because both copies will be indistinguishable from the original. Immediately after the uploading operation, both copies will have a common past but divergent futures. This contract could then be written and registered, before the uploading, in effect binding both future versions of the person signing the contract. Such a contract, signed by the natural person before the uploading, would enforce the future distribution of assets, and would presumably be binding for the two (identical) persons after the duplication, since their past selves agreed and signed. It is difficult to anticipate whether or not such a mecha­nism would work, but it seems to be the most logical way to ensure that a discussion about the rights and assets of the two entities doesn't ensue. One may counter that such a contract may be deemed unacceptable by one (or both) of the future persons, but legal mechanisms may be developed to ensure the right framework for this type of procedure, that was, after all, agreed to by both parties.

It is also possible that mind uploading, should it come to pass, will have to use a destructive technology. Owing to the limitations of scanning tech­nology, it may be necessary to destroy the original brain in order to obtain a detailed copy that then can be emulated. This case would be less complex than the preceding one; there wouldn't really be duplication, and deciding who owns the assets would presumably be simpler. Heirs might claim that their predecessor is now dead; barring that possibility, however, it is argu­able that the uploaded digital person should retain (or perhaps inherit) the rights and assets of the original biological person. In writing this, I am assuming the legal rights and responsibilities of digital persons would have been established by the time the technology became feasible.

Once a digital mind exists, obtained either by uploading or by some other method, duplication of digital persons will be easy. Duplication and instantiation of a new copy of a digital person is a fairly straightforward process; it would be possible even with present-day technology if a computer-executable version of a digital person could be provided. The

challenges are similar to the challenges with mind uploading, but in th case it makes no sense to assume the original is destroyed in the proces Again, a legal contract, binding both instances of the digital person, nu be required before duplication takes place. The difference between dup] eating a digital mind and uploading a biological mind is that in the form case there exists a complete symmetry, since neither of the two copies the digital mind can claim to be more original than the other. In the ca of mind uploading, the biological person who was the basis for the coj may have a case that he or she is the original, and should be allow\* to decide about the distribution of assets and even about termination the copy.

The questions are not much simpler if, instead of mind uploading, 01 considers the other possibilities for mind design. If digital persons ha rights, handling duplication processes will always be tricky. The essenti difficulty stems from one crucial difference: There is no branching in tl line that takes one biological person from birth to death, so the definitic of personhood stays with the same individual from the moment of birl until the moment of death. Even though the atoms in a human being body are constantly being replaced by new ones, and even though most c a human being's cells are replaced every few years, a human being retains personality that is essentially unchanged, and there is no doubt, to societ at least, that he or she is the same person he or she was a few years ag< Someone who committed a crime and who later argues in self-defen: that he is now a different person would not get easily away from his respoi sibilities. The question becomes different, however, if one considers digit minds, because in that case the flow of time is less predictable—in fact, it possible to make time go backward or forward in a limited but importa: sense.

Time Travel, Backups, and Rollbacks

The possibility of time travel has been a subject of many novels, movi< and science-fiction plots. Although some people still believe time trat may one day, by some mechanism, become possible, we are stuck with t fact that, except for relativistic effects, the only way we can travel throu; time is at the normal rate of one second per second. This is to say that, the world we know and experience, what is possible is to travel forward

time at exactly the same speed as everyone else and the same speed as the rest of the physical world that surrounds us.

The theory of relativity predicts that, when an object moves in relation to another object, time will slow down for both objects—an effect that will be stronger when the objects are moving at very high speeds relative to one another. This time dilation has been observed and measured many times and, in fact, leads to different rates between global positioning satellites (GPS) clocks and Earth clocks, a difference that requires correction in order to make the GPS system work. By the same token, an astronaut traveling in a spaceship at a speed close to that of light might see many centuries elapse in the outside world during his or her lifetime. Barring such a mechanism for time travel (which is still beyond the reach of science and technology), we are stuck with the fact that traveling in time is not a reality in our daily lives in the physical world. Things are a bit different when one considers the possibilities open to digital persons whose lives and minds are emulated in a computer.

The emulation of a digital mind need not proceed at the usual pace of physical time. Depending only on how much computational power is avail­able, one may decide to run the emulation of a virtual world in real time, or at a speed faster than real time, or at a speed slower than real time. To facili­tate the connection with the real world, it is reasonable to assume that emulation of digital minds will usually be run at the same speed as real time. This would enable an easier interaction with the physical world, something that probably will be valuable for a long time.

For a digital person (particularly one who has experienced the physical world), it would be strange to observe time pass, in the physical world, at a speed very different from subjective personal time. Such a difference in speeds, however, may be necessary, or even desirable, for a number of rea­sons. One may imagine, for instance, that lack of computational resources will require the emulation to be run at 1/100 of real time. In such a case, for each subjective day elapsed, an entire season would elapse in the physical world. In a week, the digital person would see two years go by. Conversa­tions with natural persons in the physical world, and other interactions too, would have to be slowed down to a rate that would make it possible for both sides to communicate. Other phenomena, too, would feel very awk­ward for the digital person. Subjectively, the digital person would be travel­ing forward in time at the rate of 100 seconds for each elapsed second. This

would be sufficient to observe children, in the outside world, grow visib' every day and friends getting old at an uncommonly high speed.

The opposite might also be true. If sufficient computer power were ava able, digital minds could be emulated at a rate faster than real time, in effe slowing down external time from the point of view of the digital perso In an emulation ran 100 times the speed of real time, the digital pers< would see two years of his or her life go by while in the physical woi only a week elapsed. Again, conversations with external persons, and otf interactions, would be awkward and difficult, requiring long pauses betwe sentences so that the biological persons in the outside world would be al to process what was said by the digital person, who would be talking a much higher speed.

More radical forms of forward time travel are also possible. For instan a digital person might decide to jump forward in time ten years instan neously. All that would be required would be stopping the emulation i the specified period of time, which would require no more than the flip a switch. For the digital person, no time would have elapsed at all when, t years later, the emulation was restarted. In the blink of an eye, ten ye£ would have gone by in the outside world, from the subjective point of vie of the digital person whose emulation was stopped.

The existence of digital minds and digital worlds also make possible somewhat limited version of time travel to the past. I have already allud to the fact that digital minds, as any other digital entities, can be copied will. This means that it is possible to copy the status of the digital mind some storage medium at any given time and to recover it later—perha many years later. This rather simple action makes it possible to perfo: regular backups of a digital person and to recover, at any time in the futu the digital person exactly in the same state it was when the backup \ made. In this way, it becomes possible to bring back anyone from any ti in the past, if a backup from that particular time is available.

As anyone familiar with computer technology knows, it is quite feasi to perform regular and inexpensive backups of a computer by means c technique called incremental backups. More sophisticated than normal ba ups, incremental backups store only the changes from the previous bad and can be used to recover the state of a computer in any spedfic poini time. If something like this technology is used to guarantee the recover) a digital person from any point in time in the past, then it is not o

possible but easy to go back in time, from the subjective point of view of the digital person.

This possibility has a number of interesting consequences. First, the actual death of a digital person will never happen unless it is specifically desired, because it is always possible to go back in time and reinstate a younger version of the person from a backup. In Charles Stross' novel Glass­house, fatal duels are common occurrences, culturally and socially accepted, because the duelists always have the possibility of being restored from a backup performed before the duel. The worst thing that can happen is to lose the memories from the time between the last backup and the duel— something that is seen as inconvenient but not dramatic.

Other possibilities now thought of as in the realm of science fiction become possible. One of these possibilities is for a digital person to have a conversation with a younger or older version of itself. For instance, if a digi­tal person desires to let a younger version of itself know a few useful facts about its future life, all it need do is reinstate the younger version from a backup and arrange for a private chat with it, perhaps over a few pints of beer. From then on, things get a bit more confusing. If the younger version is to be able to make use of that information, it will have to go on with life in the possession of this valuable piece of advice from a uniquely informed source. But then there will be two copies of the same person in existence, with different ages. Or perhaps the older person will regret so much the course taken by its life that it will choose to be terminated and let the younger version become the new person, now enlightened with the wis­dom received from an older self. In practice, this represents a way to correct decisions made in the past that a digital person regrets later in life. For instance, after a failed romantic relationship, a digital person may decide to terminate itself and to reinstate a previous backup copy, starting with a clean slate. In the movie Eternal Sunshine of the Spotless Mind, a sophisticated procedure is able to selectively delete memories that no longer are wanted. Unlike in the movie, restoring from a previous backup is equivalent to removing all the memories from the intervening period (and not a selected few), between the moment of the backup and the instant the digital person goes back in time.

The questions and challenges raised by these strange possibilities don't end here; in fact, they are almost endless. Suppose that a digital person with a clean slate commits a serious crime and is sentenced to termination.

Should a backup of that person, obtained before the crime, be allowed to 1 restored? If restored, should it be liable for the crime its copy committed its subjective future, which is, however, the past for the rest of the work One should keep in mind that the nature of serious crimes will change si nificantly if digital persons come to exist. In the presence of backups, mi der of digital persons would not be very serious, as long as the murder' person has a relatively recent backup. In fact, murder might be seen as quite common event, with minor consequences—perhaps the equivalent a slap in the face in today's world. And suicide would be ineffective, as digital person can be easily reinstated from an earlier backup.

All these strange new possibilities, and many I have not addressed, w remain open to discussion in the decades to come, as the technologi needed to create digital persons are developed. However, it will be useful advances in our understanding of these questions are achieved before t are faced with the actual problems—something that may happen soon than is now expected, at least in some particular aspects.

Living in Virtual Reality

At this point, it is worthwhile discussing in some detail how exactly dig tal minds interact with the physical world, if they do so at all. So far, have glossed over the practical difficulties involved in such interactioi I have described some of the technical issues related to the emulation c brains, or to the design of other computational agents that may give rise t digital minds, but I have not addressed the important question of intera tion with the outside world. This is an important question for uploads minds and for neuromorphic systems, because a precise and realistic em lation of a brain will require detailed interaction with the physical worl Without such interaction, it will not be practicable to establish the appr priate connections between neurons that create experiences, memori< and emotions.

Obviously, inputs from the outside world could be fed to the optic ai auditory nerves, through cameras and microphones, in order to stimula the senses of vision and audition. Other sensory nerves, responsible f other types of sensations, could also be stimulated to provide a digital mil with the senses of touch, smell, and taste, so as to make life in a virti world similar to life in the physical world. The engineering challenges th

would have to be surmounted to endow a digital person with a complete set of stimuli are probably as complex as the challenges that would have to be surmounted to create a digital mind, but they are essentially technological challenges. Although the basic five senses are the best-known senses, humans have other senses, which provide them with varied inputs from the physical world. Arguably, however, a detailed emulation that includes complete versions of the five senses is already a sufficiently big challenge to deserve discussion.

In the other direction, a digital mind has to be able to influence the out­side world by controlling the muscles that generate speech and movement. Those muscles are controlled by motor neurons, which receive inputs from other neurons (typically through the spinal cord) and transmit signals to the muscles to produce movement.

The technologies required to achieve an effective simulation of this com­plex process are the subjects of active research, since they will be also useful to help disabled people control prosthetic limbs and for many other pur­poses. Brain plasticity (the ability of the brain to adapt to new stimuli) will come in handy when a newly created digital mind is provided with inputs from an unfamiliar source, such as a digital camera or a microphone. This plasticity will enable the brain to adapt and to learn how to generate the right patterns of nerve firing. Brain adaptation has been extensively observed and used in experimental settings in which blind patients have had their neural cortices stimulated directly by visual inputs (Dobelle, Mladejovsky, and Girvin 1974) and deaf patients have their cochlea stimu­lated directly by auditory inputs (Crosby et al. 1985). There is still the chal­lenge of using this information in the (simulated) motor neurons to interact with the outside world and to move the sensorial devices to the places where the action is.

The more obvious possibility is that a digital mind inside a computer will interact with the outside world through a robot. Advanced robotics technologies will be able to reproduce faithfully the intended movements and interactions of a digital mind, much like the artificially intelligent robots in the movie Ex Machina. Humanoid or not, robots will enable digi­tal persons to interact with the physical world. An array of technologies required to enable robots with a complete set of sensors and actuators that will mimic the sensors and actuators humans have will take many derades to develop, but there is no intrinsic technical difficulty that

couldn't be addressed by advances in robotics. Researchers working brain-machine interfaces (BMIs) have already achieved many signific; results, including devices that enable quadriplegic patients to coni limbs using only thoughts. Such technologies will one day be used enable normal humans to control computers, perhaps replacing exist interfaces. They can also be used by digital minds to control robots in physical world. BMI researchers have also developed technologies that be used to perform direct stimulation of brain areas in order to create s sations equivalent to touch and other senses. Such technologies could used to provide digital minds with realistic sensations of immersion in physical world.

The second possibility is less obvious but significantly more flexibk digital person could live in a completely simulated digital world in wb the inputs to the senses and the actions caused by the muscles were sir lated in a virtual environment. Most readers probably are familiar v\ many types of virtual reality commonly used in computer games. Tod; most advanced videogames already have an impressive level of reali; Videogames that simulate soccer or basketball already achieve levels realism that are comparable to real-world images. When all the interact' occurs on a computer screen the sensation of immersion is incomplete, 1 soon more immersive interfaces will come closer to fooling the sen completely.

Virtual reality has been hailed by many as the future way to interact w computers. Virtual-reality glasses, for instance, have been proposed b number of companies, but so far they have failed to become a signific way to interact with machines. That is due in part to the fact that gettir virtual-reality device to simulate visual inputs accurately is difficult.' brain's sensitivity to inconsistencies in movements and in rendered imt leads to sickness and disorientation. However, as the technology of vir reality develops, the quality of the interaction has improved. Oculus and some other companies now promise virtual-reality experiences thal essentially indistinguishable from real visual experiences. Google's inn< five Cardboard project puts virtual reality in the hands of anyone who a smartphone. For less than $20, one can acquire a Cardboard kit r which one can, in conjunction with a smartphone application, experie an immersive and very convincing virtual-reality environment.

So far, these immersive interfaces have addressed only vision and audi­tion. Addressing other sensations, such as touch or movement, is much more difficult when dealing with physical bodies, which would have to be moved and/or put into immersive special environments. The actuators and sensors that would be required would be physically large and difficult to implement. This challenge, however, is much easier to address if there is no physical body present, but only a digital mind running in a computer. In that case, the physical sensations of movement, including acceleration, could be caused by simply acting on the right sensory nerves. The resulting sensation would be of complete and realistic immersion.

I believe that, with the advances in image rendering technologies and with a somewhat better understanding of the operation of motor neurons and sensory neurons, highly realistic versions of digital worlds will not only be possible, but will ultimately become the mechanism of choice to enable digital persons to interact with the outside world. Of course, the outside world here is a very particular one, since it will be entirely simu­lated within a computer. Cities filled with people, grass-covered fields, beaches with breaking waves, and snow-covered mountains could all be simulated to a level of realism that would make them, in practice, indistin­guishable from the real world. Interaction with other digital minds would proceed straightforwardly, since those minds would inhabit this virtual world. Interactions with the actual physical world could also exist, although they would require additional devices. The state of the physical world, or of parts of it, could be fed into the virtual simulation by cameras and other sensors, and appropriate renderings of the humans and other agents in the physical world could be performed by the computer running the virtual- world simulation. Actual physical interaction with persons and objects in the outside physical world would remain the limiting factor; this limita­tion might be addressed by using robots or some sort of mechanism of synchronization between the two worlds.

The concept of a large number of digital minds living in a virtual world and interacting with one another may seem outlandish and far-fetched. However, it may be the most obvious and cost-effective way of creating conditions appropriate for digital minds. The future may, indeed, be some­thing like the world depicted in Greg Egan's novel Permutation City (2010a), in which the bodies and brains of 10 million people are emulated on a single computer chip.

It is a trivial fact, but still worthwhile noting, that in a virtual world tb laws of physics as we know them need not necessarily apply. In a pure! virtual environment, people can travel instantaneously from one place t another, anywhere in the universe, as long as the destination can be simi lated. In such a virtual world, digital persons can fly over mountains, swii to the bottom of the ocean, or walk on the surface of the Moon wit no special equipment. In fact, the possibilities are endless, and I canm anticipate even a shadow of the virtual realities that will one day l created. Some of these strange possibilities are already familiar to players i virtual-reality games.

In such a virtual world, even going back in time becomes genuinely po sible. From inside a computer-generated virtual reality, it must be possib to re-run the simulation from any particular point in time. Of course, son parameter in the simulation would have to be changed; otherwise the simi lation would run again in exactly the same way. Perhaps some digital pe sons would like to run (virtual) reality again, from a specific point in tb past, with some added knowledge they didn't have the first time they wen through that point. Since the whole simulated world would have to be re ran, this would correspond to a duplication of (virtual) reality, with a coi responding expense of computational resources and with the impliei duplication of all digital entities in the simulated world. That would rais another set of questions that are simply too alien to discuss here.

I cannot anticipate whether digital persons would, in general, prefer ti live in a realistic depiction of the outside physical world, or would instea opt for a simulation environment more flexible and free from the laws c physics that have kept humanity limited in so many aspects for millions c years. If such a virtual environment were to be created, we would truly t in the realm of science fiction. I don't believe we are equipped, at tl moment, to think about the issues that would have to be addressed.

Personality Surgery and Other Improvements

So far, we have assumed that digital minds, created by uploading biologic minds, would be created by means of a procedure that would ensu that their behavior would be essentially indistinguishable from that of tl original minds. Synthetic minds are different, since they would have bee designed in accordance with entirely different principles and since th<

probably would work in a way very different the way the human mind works. Neuromorphic intelligent systems would be somewhere in between. The most obvious way to guarantee that a digital copy of a biological mind behaves like the original is to make the copy as faithful as is possible. We know the technology that would be needed to create such a copy doesn't yet exist and, indeed, may never exist. However, even if the technology required to copy a mind to a digital support comes into existence, it may not be sufficient to understand and modify the emulated mind.

In the case of uploaded minds, one may imagine that the copying is done by some automatic process that simply identifies brain structures and mechanisms and copies them to the memory of a computer, which will then be able to emulate the processes taking place inside the brain. Under­standing how a brain works is a different challenge, perhaps much more complex. The activity patterns in the brain that lead to a particular feeling or memory are probably complex and hard to understand from first prin­ciples. Emotions and other brain functions probably are emergent proper­ties of complex firing patterns in the brain that cannot be easily understood, much less changed or improved.

Our understanding of how the brain works may eventually reach a point at which minds can be modified, finely tuned, improved, and changed at the owner's discretion. Manipulating the brain's structures and patterns to erase memories selectively or to improve intelligence may be possible. However, such manipulation will require a level of understanding of brain behavior that doesn't necessarily result automatically from an ability to cre­ate digital minds.

There has been significant progress in brain science in recent decades, and such progress is likely to continue at an ever-accelerating pace. But even if it is possible to gain detailed knowledge of the mechanisms that control the inner workings of the brain, we must keep in mind that every human brain is different from every other. Understanding the general mechanisms is not the same thing as understanding the behavior of a spe­cific brain. General chemical imbalances and other large-scale processes that lead to illnesses could be addressed much as they are addressed by today's medication-based techniques. To achieve that, it would suffice to change some parameters in the emulation corresponding to the environ­ment variables that one wants to change—variables that, in real life, are controlled by drugs, by surgery, or by other macro-scale processes. However,

detailed neuron-level surgery capable of wiping out a single memory or j single behavior, if such surgery were to become possible, would require ver detailed knowledge of the behavior of every individual brain. This may b much more difficult than obtaining a general understanding of the genera mechanisms that underlie brain behavior.

There is one factor that will make it much easier to achieve a detail understanding of the behavior of specific minds. The behavior of a digit; mind can be observed with any required level of detail, whereas with a bic logical mind instrumentation and physical limitations set hard limits o: what can be observed. Even with the advances in instrumentation I hav discussed in chapter 9, it is still not possible to obtain detailed informatio: about the firing of individual neurons in a working brain. A digital mine obtained by emulating a human brain in a computer, would make availabl for inspection every single firing pattern, every single connection, am every single phenomenon occurring in a working brain. Such informatioi could be used by researchers not only to understand how existing mind work but also, presumably, to learn how to design more powerful minds This raises the interesting possibility that digital minds might be able tc improve themselves, since they would, in principle at least, be able tc inspect and understand their own behavior with an unprecedented leve. of detail.

12 Speculations

The possibilities addressed in the chapters above, far-fetched as they i seem, raise the possibility that future technological developments i be even more unpredictable than one might expect from recent hist In this final chapter, I discuss a few possible long-term directions for evolution of technology. These are educated guesses or, if you prefer, v speculations.

The Technological Singularity

Bootstrapping is a term that may have originated a couple of centuries age speak of an imagined ability to lift oneself up by one's own bootstraps implies the ability of a process to sustain itself, and to keep reinforc: itself, once it has been started.

Digital minds have a number of advantages over biological minds. T1 can be copied an arbitrary number of times, they can be run at differ speeds (depending on how much computational power is available), ; they can be instrumented and changed in ways that are not applicabls biological minds. It is reasonable to assume that digital minds, once place, could be used to advance our understanding of intelligence. T! simple advantages of digital minds alone would make them importan the development of advanced AI technologies.

The basic idea that an intelligent system, running in a computer, bootstrap itself in order to become more and more intelligent, without need for human intervention, is an old one and has appeared in a nun of forms in scientific works and in science fiction. This idea is sometii called seed AI, a term used to imply that what is needed to create ever-accelerating process is to create the first artificially intelligent sysi

sufficiently smart to understand and improve itself. Although no such sys- f tem exists, or is even planned, it is reasonable to assume that digital minds, ] if they ever exist, will play an important role in the further development of: the technologies that led to their very own existence.

In 1965, Irving John Good (a mathematician who worked with Alan Turing at Bletchley Park, contributing to the British effort to break the Germans' Enigma codes) coined the term intelligence explosion:

Let an ultraintelligent machine be defined as a machine that can far surpass all the intellectual activities of any man however clever. Since the design of machines is one of these intellectual activities, an ultraintelligent machine could design even better machines; there would then unquestionably be an 'intelligence explosion,' and the intelligence of man would be left far behind. Thus the first ultraintelligent machine is the last invention that man need ever make, provided that the machine is docile enough to tell us how to keep it under control. (Good 1965)

Good believed that if machines could even slightly surpass human intelli­gence, they would surely be able to improve their own designs in ways not foreseen by their human designers, recursively augmenting their intellects past the level of human intelligence.

The possibility of bootstrapping, by which intelligent systems would lead to even more intelligent systems in an accelerating and self-reinforcing cycle, is one of the factors that have led many people to believe we will eventually observe a discontinuity in the way society is organized. Such a discontinuity has been called the technological singularity or simply the singu­larity. The term refers to a situation in which technological evolution leads to even more rapid technological evolution in a rapidly accelerating cycle that ends in an abrupt and radical change of the whole society. Intelligent machines are viewed as playing a major role in this cycle, since they could be used to design successively more intelligent machines, leading to levels of intelligence and technological capacity that would rapidly exceed human levels. Since this would lead to a situation in which humans would no lon­ger be the dominant intelligence on Earth, the technological singularity would be an event beyond which the evolution of technology and society would become entirely unpredictable.

In mathematics, a singularity is a point at which a function or some other mathematical object reaches some exceptional or non-defined value or fails to have some specific smoothness property. For instance, the func­tion l lx has a singularity when x = 0, because at that point the function has

no defined value. As x approaches 0 while taking positive values, the s of the function moves rapidly toward infinity.

This idea of a mathematical singularity inspired the use of the term nological singularity to denote a point at which there will be a lack of c nuity in the technological evolution of mankind. The first person to us word singularity in this context may have been the mathematician physicist John von Neumann. In his 1958 tribute to von Neumann, S slaw Ulam describes a conversation in which he quotes von Neumar having said that "the ever-accelerating progress of technology and cha in the mode of human life, which gives the appearance of approac some essential singularity in the history of the race beyond which hu affairs, as we know them, could not continue” (Ulam 1958).

The expression technological singularity was popularized by Vernor Vi a scientist and a science-fiction author who has argued that a numbt other causes could also cause or contribute to the singularity (Vinge 19 and by Ray Kurzweil, who wrote a number of books that address wha sees as the coming singularity (1990, 2000, 2005).

It is important to note that technologies other than digital minds, n; ral or synthetic, could also lead to a technological singularity. Rad improvements in biology and medicine could lead to an ability to repl or regenerate human bodies and human brains, creating the possibilit3 eternal or almost eternal life. Such a situation would certainly disrupt m< social conventions, but would not, in my mind, really correspond t singularity, since society would probably be able to adapt, more or 1 smoothly, to a situation in which death was no longer inevitable. Sign cant advances in nanotechnologies, which make it possible to create fr raw atoms any physical object, would also change many of the basic ter of society, perhaps leading to a society in which any object could obtained by anyone. However, legislation and other restrictions wo probably ensure enough continuity so that human life, as we know would still be understandable to us.

To my mind, none of these technologies really compares, in its disn tive potential, to a technology capable of creating digital minds. Digi persons, living in a digital world, bound only by the limitations impo; by available computer power, would create an entirely different society- society so different from the one we currently have that would justify t application of the term singularity. Increasing computational power

much as is possible would lead to new computing technologies and archi­tectures, perhaps directing a large fraction of the Earth's resources to create ever-more-powerful computers. Science fiction and futurologists have envisaged a situation in which the whole Earth would be turned into a computer, and have even created a term for a substance that would be used to create computers as efficiently as would be possible from the resources available. This substance, computronium, has been defined by some as a sub­stance that extracts as much computational power as possible from the matter and energy available. Such a material would be used to create the ultimate computer, which would satisfy the ever-increasing needs of a civi­lization running in a virtual world. In fact, the evolution of computers, leading to ever smaller and more powerful computing devices, seems to take us in the direction of computronium, even though at present only a small fraction of the Earth's mass and energy is dedicated to making and operating computers. However, as transistors become smaller and smaller, and more and more resources are dedicated to computations, aren't we progressing steadily toward creating computronium?

There is no general agreement as to whether the singularity might come to pass, much less on when. Optimists imagine it arriving sometime in the first half of the twenty-first century, in time to rescue some people alive today from the inevitable death brought by aging. Other, less optimistic estimates put it several hundred years in the future. In 2008, IEEE Spectrum, the flagship publication of the Institute of Electrical and Electronics Engineers, dedicated a special issue to the topic of the singularity. Many scientists, engineers, visionaries, and science-fiction writers discussed the topic, but no clear conclusions were drawn.

Many arguments have been leveled against the idea of the singularity. We have already met the most obvious and perhaps the strongest argu­ments. They are based on the idea that minds cannot be the result of a computational process and that consciousness and true intelligence can only result from the operation of a human brain. According to these arguments, any other intelligence, resulting from the operation of a com­puter, will always be a minor intelligence, incapable of creating the self- accelerating, self-reinforcing, process required to create the singularity.

Other arguments are based on the fact that most predictions of future technologies—underwater cities, nuclear fusion, interplanetary travel, fKrinr, sii+nmnhiles and so on—have not materialized. Therefore, the

prediction of a technological singularity is no more likely to come true thai many of these other predictions, simply because technology will take othe routes and directions.

Many opponents of the idea of a singularity base their arguments 01 sociological and economic considerations. As more and more jobs disaj pear and are replaced by intelligent agents and robots, they argue, there wi be less and less incentive to create more intelligent machines. Severe unen ployment and reduced consumer demand will destroy the incentive to cr< ate the technologies required to bring about the singularity. Jared Diamon argues in his 2005 book Collapse: How Societies Choose to Fail or Succeed th; cultures eventually collapse when they exceed the sustainable carryin capacity of their environment. If that is true, then our civilization may nc evolve further in the direction of the singularity.

A final line of argument is based on the idea that the rate of technolog cal innovation has already ceased to rise and is actually now declinin (Modis 2006). Evidence for this decline in our capacity to innovate is th fact that computer clock speeds are not increasing at the same rate and th mounting evidence that physical limitations will ultimately put a stop b Moore's Law. If this argument is correct, and such a decline in innovatioi capacity is indeed happening, then the second half of the twentieth cen tury and the first decades of the twenty-first will have witnessed the highes rate of technological change ever to occur.

I don't have a final, personal opinion as to whether or not the singularit will happen. Although I believe that the evolution of technology follows tendency that is essentially exponential, I recognize that such an analysis: true only when considered in broad strokes. Detailed analysis of actu; technological innovations would certainly identify large deviations froi such an exponential tendency. It is also true that exponential functioi have no singularities. They grow faster and faster as time goes by, but th< never reach a mathematical singularity.

However, it is also true, in general, that exponential evolutions proce< so rapidly that they eventually reach some physical limit. The exponent] growth of living cells, caused by their ability to reproduce, can last only long as the physical resources are sufficient; the growth slows when reaches some excessively high level. Maybe the "exponential" evolution technology we have been observing in recent decades will reach a lim

and the rate of innovation will then decrease, for technological or social reasons, leading to a more stable and predictable evolution of society.

However, even if the technological singularity doesn’t happen, I believe that changes will continue to accumulate at such a high rate that society will, by the end of the present century, have changed so drastically that no one alive today would recognize it. I have already mentioned Arthur C. Clarke's third law, which states that any sufficiently advanced technology is indistinguishable from magic. Airplanes, cars, computers, and cellular phones would have appeared as magic to anyone living only a few hundred years ago. What wondrous technologies will the future bring? Digital minds may be only one of them!

Through the Singularity, Dead or Alive

True believers in the singularity may wish to take measures to ensure that their personalities, if not their bodies, are preserved long enough to be able to take advantage of the possibilities the singularity may bring. The most obvious and conspicuous approach is used by people who believe in cryonics, the cryopreservation of human bodies. Cryopreservation is a well-developed process whereby cells and tissues are preserved by subject­ing them to cooling at very low temperatures. If the temperatures are low enough (near 80 kelvin, approximately the temperature of liquid nitrogen), enzymatic or chemical activity that may cause damage to biological tissues is effectively stopped, which makes it possible to preserve specimens for extended periods of time. The idea of cryonics is to keep human brains or whole human bodies frozen while waiting for the technologies of the future.

The challenge is to reach these low temperatures while avoiding a num­ber of phenomena that cause extensive damage to cells. The most damag­ing such phenomena are cell dehydration and extracellular and intracellular ice formation. These deleterious effects can be reduced though the use of chemicals known as cryoprotectants, but current technology still inflicts sig­nificant damage on organs beyond a certain size.

Once the preserved material has been frozen, it is relatively safe from suffering further damage and can be stored for hundreds of years, although other effects, such as radiation-induced cell damage, may have to be taken

With existing technology, cryopreservation of people or of whole brains is deemed not reversible, since the damages inflicted on the tissues are extensive. Attempts to recover large mammals frozen for thousands of years by simply warming them were abandoned many decades ago. How­ever, believers in cryonics take it for granted that future technology will be able to revert the damages inflicted by the freezing process, making it pos­sible that cryopreserved people (or brains) may someday be brought back to life.

A number of institutions and companies, including the Cryonics Institute and the Alcox Life Extension Foundation, give their members the option o having their heads or bodies frozen in liquid nitrogen for prices that star at less than $100,000—a cost that, by any standard, has to be considers very reasonable for a fair chance at resurrection. According to the statistic, published, these institutions have, as of today, a few thousand members and already have preserved a few hundred bodies in liquid nitrogen.

There is a strong ongoing debate about the feasibility of cryonics (Merkle 1992). An open letter supporting the feasibility of the technology was signed by a number of well-known scientists, but most informed people are highly skeptical and view cryonics as a dishonest scheme to extract money from uninformed (if optimistic) customers.

Other believers in the singularity, who are more optimistic, hope it will arrive in time to save people still alive today. Of these people, the most outspoken is probably Ray Kurzweil. He believes that advances in medicine and biology will make it possible for people alive today to experience the singularity during their lifetimes (Kurzweil and Grossman 2004).

In view of the complexity of the techniques required to perform eithe: mind uploading or mind repairing on frozen brains and the enormou technological developments still required, my personal feeling is that tb hopes of the two groups of people mentioned above are probably mis placed. Even if cryonics doesn't damage brain tissues too deeply, futur technologies probably will not be able to use the live brain informatio: that, in my view, will be indispensable if mind uploading ever becomes po: sible. If one assumes that the singularity will not arrive before the end c the twenty-first century, the hope that it will arrive on time to rescue fror certain death people still alive today rests implicitly on the assumption tht advances on medicine will increase life expectancy by about one year ever year, something that is definitely too optimistic.

The Dangers of Super-Intelligences

As we have seen, the jury is still out on whether or not the singularity will happen sometime in the not too distant future. However, even if the singularity doesn't happen, super-human intelligences may still come into existence, by design or accident. Irving John Good's idea of an intelligence explosion may lead to systems that are much more intelligent than humans, even if the process doesn't create a technological singularity.

AI researchers, starting with Alan Turing, have many times looked for­ward to a time when human-level artificial intelligence becomes possible. There is, however, no particular reason to believe that there is anything special about the specific level of intelligence displayed by humans. While it is true that humans are much more intelligent that all other animals, even those with larger brains, it is not reasonable to expect that human intelligence sits at the maximum attainable point on the intelligence scale.

Super-human intelligences could be obtained either by greatly speeding up human-like reasoning (imagine a whole-brain emulator running 100.000 times the speed of real time), by pooling together large numbers of coordinated human-level intelligences (natural or artificial), by supply­ing a human-level intelligence with enormous amounts of data and mem­ory, or by developing some yet-unknown new forms of intelligence. Such super-human intelligences would be, to human intelligence, as human intelligence is to chimpanzee-level intelligence. The survival of chimpan­zees, as of the other animals, now depends less on them than on us, the dominant form of life on Earth. This is not because we are stronger or more numerous, but only because we are more intelligent and have vastly superior technologies.

If a super-human intelligence ever develops, will we not be as dependent on it as chimpanzees now are on us? The very survival of the human race may one day depend on how kindly such a super-intelligence looks upon humanity. Since such a super-human intelligence will have been created by us, directly or indirectly, we may have a chance of setting things up so that such an intelligence serves only the best interests of humanity. However, this is easier said than done.

In 1942, Isaac Asimov proposed the three laws of robotics that, if imple- montoH in all robots, would guarantee the safeguarding of human lives:

that a robot may not injure a human being or, through inaction, allow ; human being to come to harm; that a robot must obey orders given to it b; human beings unless such orders would conflict with the first law; and tha a robot must protect its own existence as long as such protection doesn’ conflict with the first law or the second. However, these laws now seen somewhat naive, as they are based on the assumption (which was commoi in the early years of AI research) that a set of well-defined symbolic rule would eventually lead to strong artificial intelligence. With the evolution c technology, we now understand that an artificially intelligent system wi not be programmed, in minute detail, by a set of rules that fully define il behavior. Artificially intelligent systems will derive their own rules c behavior from complex and opaque learning algorithms, statistical anal) ses, and complex objective functions.

A super-human intelligence might easily get out of control, even if aim ing for goals defined by humans. For purposes of illustration, suppose tha a super-intelligent system is asked to address and solve the problem o global warming. Things may not turn out as its designers expected if th< super-intelligent system determines that the most effective solution is tc take human civilization back to a pre-technological state or even to eradi­cate humans from the surface of the Earth. You may believe this to be £ far-fetched possibility, but the truth is that a truly super-intelligent system might have goals, values, and approaches very different from those held b) humans. A truly super-intelligent system may be so much more intelligen than humans, and so effective at developing technologies and finding solu tions, that humanity will become enslaved to its aims and means. Further more, its motivations might be completely alien to us—particularly if it is synthetic intelligence (see chapter 10) with a behavior very different fror the behavior of human intelligence.

The problem is made more complex by the fact the explosion of intell gence may happen in a relatively short period of time. Artificial intelligent has been under development for many decades, and mind-uploading tecl nologies will probably take more than fifty years to develop. This woul lead us to believe that an intelligence explosion, were it to happen, woul take place over many decades. However, that may turn out not to be th case. A seed AI, as defined above, may be able to improve itself at a rai incommensurably faster than the rate of development of AI technology by humans. By using large amounts of computational resources an

speeding up the computation in a number of ways, a human-level artifi­cially intelligent system may be able to increase its intelligence greatly over a period of days, hours, or even seconds. It all depends on factors that we cannot know in advance.

Some authors have argued that, before we develop the technologies that may lead to super-human intelligence, we should make sure that we will be able to control them and to direct them toward goals that benefit man­kind. In his book Superintelligence, Nick Bostrom addresses these matters— including the potential risks and rewards—in depth, and proposes a number of approaches that would ultimately enable us to have a better chance at controlling and directing such a super-human intelligence. To me, however, it remains unclear exactly what can effectively be done to stop a truly super-human intelligence from setting its own goals and actions and, in the process, going against the interests of humanity.

Will digital minds become the servants or the masters of mankind? Only the future will tell.

Where Is Everybody?

The universe is composed of more than 100 billion galaxies. There are prob­ably more than 200 billion stars in the Milky Way, our galaxy. If the Milky Way is a typical galaxy, the total number of stars in the universe is at least 1022. Even by the lowest estimates, there are more than a billion trillion stars in the universe—a number which is, in the words of Carl Sagan, vastly larger than the number of grains of sand on Earth. We know now that many of these stars have planets around them, and many of those planets may have the conditions required to support life as we know it. We humans have wondered, for many years, whether we are alone in the universe. It is hard to conceive that such a vast place is now inhabited by only a single intelligent species, Homo sapiens.

Using the Drake Equation (proposed in 1961 by the radio astronomer Frank Drake to stimulate scientific discussion about the search for extrater­restrial intelligence), it is relatively easy to compute an estimate of the num­ber of intelligent civilizations in our galaxy with long-range communication ability:

N = *R\*xfvxnexflxfixfcxL,* where *N* is the number of civilizations in the Milky Way whose electromag­netic emissions are detectable, *R\** is the rate of formation of stars suitable for the development of intelligent life, *fp* is the fraction of those stars with planetary systems, *ne* is the number of planets per solar system with an environment suitable for life, *fi* is the fraction of suitable planets on which life actually appears, is the fraction of life bearing planets on which intel­ligent life emerges, *fc* is the fraction of civilizations that develop a technol­ogy that releases detectable signs of their existence into space, and I is the length of time such civilizations release detectable signals into space. Some of the factors, such as the rate of star formation and the fraction of stars with planets, are relatively easy to estimate from sky surveys and the study of exoplanets. The other factors are more difficult or even impossible to estimate accurately.

Three of the factors in the Drake Equation are particularly hard to estimate with any accuracy. One is the fraction of planets amenable to life that actually develop life. There is no reliable way to estimate this number, although many researchers believe it is highly probable that life will develop on a planet if the right conditions exist. This belief is supported in part by the fact that life appeared on Earth shortly (in geological terms) after the right conditions were present. This is seen as evidence that many planets that can support life will eventually see it appear. However, the anthropic principle gets somewhat in the way of this argument. After all, our analysis of the history of appearance of life on Earth is very biased, since only plan­ets that have developed life have any chance of supporting the intelligent beings making the analysis.

The second hard-to-estimate factor is the fraction of life-bearing planets that actually develop intelligent life. On the basis of the idea that life will eventually develop intelligence as an effective tool for survival, some esti­mates of this factor propose a value close to 1. In the other direction, the argument states that the value must be very low, because there have been probably more than a billion species on Earth and only one of them devel­oped intelligence. This argument is not exactly true, because there were multiple species in the genus Homo, all of them presumably rather intelli­gent, although all but one are now extinct (Harari 2014). Still, considerable uncertainty remains about the right value for this factor, which can be any­where in the range between 0 and 1. As Caleb Scharf described clearly in his captivating book The Copernicus Complex, inhabiting the only known planet that evolved intelligent life makes it particularly difficult to obtain accurate and unbiased estimates for these two factors.

The third difficult-to-estimate factor is the length of time a civilization lasts and emits communication signals into space. We don't have even one example that could enable us to estimate the duration of a technological civilization, nor do we have physical principles to guide us. There is no way to know whether our technological space-faring civilization will last 100 years or 100 million years. Historically, specific civilizations have lasted between a few decades and a few hundred years, but it is hard to argue that history is a good guide in this respect, given the technological changes that took place in the twentieth century. In fact, I don't believe we are equipped with the right tools to reason about the future of technological civilizations lasting for millions of years. There is simply no reasonable way to extrapo­late, to that length of time, our experience of a technological civilization that has been in place for only a few hundred years.

If one assumes a reasonable probability that life develops whenever the right conditions are met on a planet and a conservative but not overly pes­simistic value for (the fraction of life-bearing planets that develop intelli­gent life), such as 1 percent (Scharf 2014), the crucial factor determining the number of living technological civilizations in the galaxy is, in fact, L, the length of time a technological civilization endures. If one assumes a value of only a few hundred years, it is highly likely that there are only a few technological civilizations, and perhaps only one, in the galaxy. If, on the other hand, a technological civilization lasts for millions of years, there may be hundreds of thousands of such civilizations in the galaxy.

This leads us to one difficult question regarding extra-terrestrial civiliza­tions, known as Fermi's Paradox: Where are they? That question was posed in 1950 by Enrico Fermi when he questioned why we have never seen evi­dence of advanced extraterrestrial civilizations, if many of them exist in our galaxy.

Answers to this question have to be based on the Rare Earth Hypothesis, on the argument that intelligent life is a very uncommon occurrence on life-bearing planets, or on the argument that communicating civilizations last only for short spans of time. Each of these three arguments supports a very low value for at least one of the difficult-to-estimate factors in the Drake Equation.

The Rare Earth Hypothesis (Ward and Brownlee 2000) states that the origin of life and the evolution of biological complexity require a highly improbable combination of events and circumstances and are very likely to have occurred only once, or only a small number of times, in the galaxy. This hypothesis leads to very small values of the factors «e and fh (the num­ber of planets per star that support life and the fraction of those that will actually develop life, respectively). If the Rare Earth Hypothesis is true, then there are only a few planets in the galaxy, maybe only one, that have devel­oped life. There are many reasons why planets similar to Earth may be very rare. These reasons include long-term instability of planetary orbits and solar systems, fairly frequent planetary cataclysms, and the low likelihood that all the things necessary to support life are present on a particular planet.

I have already presented some of the discussions about fi, the probability that a life-bearing planet will develop intelligent life. Although the answer to Fermi's Paradox may lie in the fact that there are many life-bearing plan­ets but few with intelligent life, most see this possibility as unlikely, since it would imply that the universe is teaming with life but intelligent life evolved only on Earth.

The third explanation is based on the idea that civilizations tend not to last long enough to communicate with one another, since they remain via­ble for only a few hundred years. This explanation may have some bearing on the central topic of this book. There are a number of reasons why a tech­nological civilization that communicates with the outside world and devel­ops space travel may last only a few hundred years.

One possible explanation is that such a civilization will destroy itself, either because is exhausts the resources of the planet, because it develops tensions that cannot be handled, or because it develops a hostile super­intelligence. Such an explanation holds only if one believes that the col­lapse of a civilization leads to a situation in which the species that created the civilization becomes extinct or permanently pre-technological. This doesn't seem very likely, in view of our knowledge of human history, unless such an event is caused by an unprecedented situation, such as the creation of a hostile super-intelligence not interested in space communication.

The alternative explanation is that such a civilization doesn't become extinct, but evolves to a more advanced state in which it stops communicating with the outside world and doesn't develop space travel.

Paradoxically, digital minds can provide an explanation to Fermi's Paradox. It may happen that all sufficiently advanced civilizations end up develop­ing mechanisms for the creation of virtual realities so rich that they develop their own internal, synthetic universes and no longer consider space travel necessary or even desirable. Virtual realities, created in digital computers or other advanced computational supports by sufficiently advanced civiliza­tions, may become so rich and powerful that even the most fascinating of all explorations, interstellar travel, comes to be thought irrelevant and uninteresting.

If such an explanation holds true, it is possible that many technological civilizations do exist in the galaxy, living in virtual realities, hives of collec­tive minds running in unthinkably powerful computers, creating their own universes and physical laws. In fact, it is even possible that we live inside one such virtual reality, which we call, simply, the universe.
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Artificial Intelligence: A Modem Approach (Prentice-Hall, 1995; third editior 2010), by Stuart Russell and Peter Norvig, remains the reference text in arti ficial intelligence, despite the enormous number of alternatives. Elaine Rich's Artificial Intelligence (McGraw-Hill, 1983) provides a good idea of the attempts to approach the problem of artificial intelligence with essential^ symbolic approaches, although it is now dated. Perceptrons (MIT Press 1969), by Marvin Minsky and Seymour Papert, is still the final word or what a single perceptron can and cannot do, and is of historical interest The two volumes of Parallel Distributed Processing, by David Rumelhart, James McClelland, and the PDP Research Group (MIT Press, 1986) were al the origin of the modem connectionist approach to artificial intelligence, and remain relevant. The Master Algorithm (Allen Lane, 2015), by Pedro Domingos, is an accessible and enthralling introduction to the topic of machine learning. Other, more technical approaches can be found in The Elements of Statistical Learning (Springer, 2009), by Trevor Hastie, Robert Tibshirani, and Jerome Friedman, in Machine Learning (McGraw-Hill, 1997), by Tom Mitchell, in Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference (Morgan Kaufmann, 1988), by Judea Pearl, and in Reinforcement learning: An introduction (MIT Press, 1998), by Richard Sutton and Andrew Barto.

Chapter 6

The Selfish Gene (Oxford University Press, 1976), The Blind Watchmaker (Norton, 1986), and The Ancestor's Tale (Mariner Books, 2004), by Richard Dawkins, are only some of the books that influenced my views on evolu­tion. Another is The Panda's Thumb (Norton, 1980), by Stephen Jay Gould. Genome: The Autobiography of a Species in 23 Chapters (Fourth Estate, 1999) and Nature via Nurture (Fourth Estate, 2003), both by Matt Ridley, offer stimulating accounts of the way genes control our lives. The Cell: A Molecular Approach (ASM Press, 2000), by Geoffrey Cooper, is a reference on cellular organization. Daniel Dennett's book Darwin's Dangerous Idea (Simon & Schuster, 1995) is probably one of the main influences on the present book.

Chapter 7

Of the many books that tell the story of the race for the human genome, James Watson's DNA: The Secret of Life (Knopf, 2003) and J. Craig Venter's A Life Decoded: My Genome—My Life (Penguin, 2007) are probably the ones with which to get started. J. Craig Venter's Life at the Speed of Light (Little, Brown, 2013) continues the story into the dawn of synthetic biology. Another, more equidistant view of this race can be found in The Sequence: Inside the Race for the Human Genome (Weidenfeld & Nicolson, 2001), by Kevin Davies. An account of the impact of bioinformatics in today's society can be found in Glyn Moody's The Digital Code of Life (Wiley, 2004). Techni­cal introductions to bioinformatics include Bioinformatics: The Machine Learning Approach (MIT Press, 1998), by Pierre Baldi and Soren Brunak, and An Introduction to Bioinformatics Algorithms (MIT Press, 2004), by Neil Jones and Pavel Pevzner.

Chapter 8

This chapter was influenced most by David Hubei's Eye, Brain, and Vision (Scientific American Library, 1988) and David Marr's Vision (Freeman, 1982). Bertil Hille's Ionic Channels of Excitable Membranes (Sinauer, 1984) remains a reference on the topic of membrane behavior in neurons. J. A. Scott Kelso's Dynamic Patterns: The Self-Organization of Brain and Behavior (MIT Press, 1995) is one of the few books that attempt to find general orga­nizing principles for the brain. Steven Pinker's How the Mind Works (Norton, 1997) and Stanislas Dehaene's Consciousness and the Brain: Deciphering How the Brain Codes Our Thoughts (Viking Penguin, 2014) are interesting attempts at explaining how the brain works, despite all the limitations imposed by our ignorance.

Chapter 9

Michio Kaku's The Future of the Mind (Penguin, 2014) includes accessible and entertaining description of the many directions being pursued in brain research. Steven Rose's The Making of Memory: From Molecules to Mind (Bantam, 1992) and Sebastian Seung's Connectome: How the Brain's Wiring Makes Us Who We Are (Houghton Mifflin Harcourt, 2012) are respectively a

classic and a recent account of the efforts researchers have been pursuing 1 understand how the brain works. Olaf Spoms' Networks of the Brain (Ml Press, 2011) provides a detailed account of the methods used to study brai networks.

Chapter 10

Godel, Escher, Bach: An Eternal Golden Braid (Harvester Press, 1979), by Dou las Hofstadter, The Emperor's New Mind (Oxford University Press, 198< by Roger Penrose, The Mind's I: Fantasies and Reflections on Self and Sc (Bantam Books, 1981), by Douglas Hofstadter and Daniel Dennett, ai Brainchildren (MIT Press, 1998), by Dennett, are unavoidable references f those who care about brain and mind issues. Of the many books abo consciousness and free will, I recommend Susan Blackmore's Consciousne: A Very Short Introduction (Oxford University Press, 2005), Tor Norretrandei The User Illusion: Cutting Consciousness Down to Size (Penguin, 1991), Dani Dennett's Freedom Evolves (Penguin, 2003) and Consciousness Explaim (Little, Brown, 1991), Robert Omstein's The Evolution of Consciousness: Th Origins of the Way We Think (Touchstone, 1991), and Sam Harris' Free Wi (Simon & Schuster, 2012). Eric Drexler's classic Engines of Creation: The Con ing Era of Nanotechnology (Anchor Books, 1986) is still a good reference o the topic of nanotechnology. Feng-Hsiung Hsu's Behind Deep Blue: Buildir the Computer That Defeated the World Chess Champion (Princeton Universit Press, 2002) provides an excellent account of the effort behind the creatio of a champion chess computer. Greg Egan's Zendegi (Gollancz, 2010) lool so realistic that it blurs the line between science fiction and reality. Finall Mark O'Connell's To Be a Machine (Doubleday, 2017) is a witty and grippir report on the efforts of the transhumanist community to solve the mode problem of death.

Chapter 11

Many of the moral questions discussed in these chapters are covered Daniel Dennett's previously mentioned books and by his Brainstorms (M Press, 1981). Economic, social, philosophical, and technological issues a covered extensively in Nick Bostrom's though-provoking and fact-fill Superintelligence (Oxford University Press, 2014). Other topics of these cha

Greg Egan's Permutation City: Ten Million People on a Chip (Harper, 1994), and Neal Stephenson's The Diamond Age: Or, A Young Lady's Illustrated Primer (Bantam Books, 1995) and Snow Crash (Bantam Books, 1992).

Chapter 12

On the evolution of civilizations, the future of mankind, and the possibility of the singularity, I was influenced by Jared Diamond's Collapse: How Societ­ies Choose to Fail or Succeed (Penguin, 2005) and, of course, by Ray Kurzweil's The Age of Spiritual Machines (Orion, 1999) and The Singularity Is Near (Penguin, 2005). Peter Ward and Donald Brownlee's Rare Earth: Why Com­plex Life Is Uncommon in the Universe (Copernicus Books, 2000) presents the arguments for the rarity of life in the universe. Caleb Scharf's The Copernicus Complex (Penguin, 2014) is probably the most comprehensive reference on the quest for extraterrestrial life.
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